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Abstract

Several sensor network applications based on
data diffusion and data management can deter-
mine the communication transfer rate between
two sensors beforehand. In this framework, we
consider the problem of energy efficient com-
munication among nodes of a wireless sensor
network and propose an application-driven ap-
proach that minimizes radio activity intervals
and prolongs network lifetime. On the basis
of possible communication delays we estimate
packet arrival intervals at any intermediate hop
of a fixed-rate data path. We propose two dif-
ferent strategies of radio activity minimization
that maintain the radio switched on just in the
expected packet arrival intervals and guarantee
low communication latency. We define a prob-
abilistic model that allows the evaluation of the
packet loss probability that results from the re-
duced radio activity. The model is used to op-
timally choose the radio activity intervals that
achieve a certain probability of successful packet
delivery. Relying on the probabilistic model we
also define a cost model that estimates the en-
ergy consumption of the proposed strategies, un-

der specific settings. We finally validate our
work with a simulation made with Tossim (the
Berkeley motes’ simulator). The simulation re-
sults confirm the validity of the approach and
the accuracy of the analytic models.

Keywords. Wireless sensor network, en-
ergy efficiency, communication channel, constant
data rate

1 Introduction

The need for flexible and efficient environmental
monitoring led to the recent proliferation of re-
search on wireless sensor networks [1]. Wireless
sensors are low cost microsystems equipped with
sensing devices and a wireless network interface.
Sensors are spread in a sensing field without any
predetermined infrastructure and cooperate to
execute common monitoring tasks.

Due to the lack of communication infrastruc-
ture and the limited range of wireless communi-
cation, the sensor network is generally multihop.
In a multihop network a pair of sensors may be
located outside of their respective transmission
ranges and thus be unable to communicate di-
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rectly. For this reason multihop networks require
routing protocols [9] in which all sensors cooper-
ate to forward messages to their destinations.

Sensors collect information about the sur-
rounding environment (sensor field) and provide
sensed data to external sink nodes. The sensor
network can be programmed according to differ-
ent paradigms which define the communication
model among the sensors and between the sen-
sor network and the sinks. In the data diffu-
sion paradigm [8] the network is organized into
a directed acyclic graph rooted at the sink, and
sensed data flow with different rates from sensors
to the sink. In recent paradigms [11, 12] the net-
work is seen as a database and the sink programs
the network by sending queries to sensors.

In many cases sensors rely on batteries for
their operation. Consequently efficient use of en-
ergy is an important issue [15] and several tech-
niques have been proposed that attempt to pro-
long battery lifetime by exploiting energy effi-
cient communication strategies.

Sensors can periodically send data, either di-
rectly acquired or generated from acquired in-
formation, to other nodes. The communication
succeeds only if the radio interfaces of both the
transmitting and the receiving nodes are simul-
taneously active. The trivial solution to guaran-
tee this is to maintain the radios of all nodes
in idle mode (that is, ready to receive data).
This strategy allows any node to receive any data
when the sender arbitrarily decides to transmit
it. However, maintaining the radio interface con-
tinuously active implies a relevant consumption
of energy with the consequent dramatic reduc-
tion of network lifetime. One of the most im-
portant sources of energy inefficiency in wireless
communication is idle mode radio power con-
sumption. A radio in idle mode draws almost the
same power as when it is in receive and transmit

modes [15].
An alternative approach is to synchronize all

nodes, or adjacent nodes, to activate their in-
terfaces simultaneously at specified regular time
intervals. This approach reduces energy con-
sumption, however, in several cases many nodes
switch on their interface unnecessarily, since no
data is sent to them.

These techniques for synchronized radio activ-
ity typically operate at the MAC layer or exploit
coordinated activities of the network and MAC
layers. In any case, they do not exploit informa-
tion from the application layer. When the ap-
plication layer of some node wishes to send data
to one of its neighbors, it has to wait until its
next activation interval, introducing latency in
the communication. Moreover, if the data must
cross a multihop path, it could be delayed several
times due to the periods of inactivity of nodes in
the path.

In this paper we consider an energy efficient
communication model for sensor networks which
is driven by the application. It is suitable for ap-
plications where sensors communicate by send-
ing data streams to each other (as it is the case in
data diffusion), and it exploits information from
the application layer to synchronize the sensors
along a communication channel in order to for-
ward the data stream to the destination. In our
model the time axis is divided into periods. Each
period comprises a system window in which the
application constructs communication channels
and a communication window. In the communi-
cation window only sensors belonging to a com-
munication channel are active. These nodes are
synchronized, exploiting application driven in-
formation, in order to forward data streams to
their destination with the minimum possible la-
tency. In system windows all the sensors are ac-
tive in order to provide connectivity between an
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arbitrary pair of sensors. Note that MAC layer
solutions can be used during system windows to
further reduce power consumption.

We propose two strategies to coordinate the
sensors in a certain communication channel in
order to reduce the time they should have the
radio on. Focusing on a communication chan-
nel, we give a probabilistic model under which
the probability of packet loss can be analytically
evaluated and we provide a cost model to eval-
uate the energy efficiency of the two strategies.
Then we discuss how the strategies can be tuned
according to different requirements of the appli-
cation.

The rest of the paper is organized as follows.
Section 2 reviews related work. In Section 3 we
presents an applicative scenario. Section 4 de-
scribes our strategies. Section 5 analyzes the cost
of the proposed solutions under a probabilistic
model and Section 6 presents numerical results
and provides a discussion. Simulation results ap-
pear in Section 7 and conclusions are drawn in
Section 8.

2 Related Work

Among the MAC-layer solutions, [16],[17], and
[14] require that each sensor be equipped with an
additional radio which is reserved for signaling
and which is used to synchronize communication
with the main radio.

MAC solutions exploiting synchronization
protocols can be found in [18], [22], and [23].
In these protocols sensors divide their time axis
into frames. Each frame is divided into an ac-
tive window (during which the radio is on) and
a power-save window (in which the radio is off).
Typically the size of the frame and the windows
is a protocol-defined constant but each node se-

lects the frame start-time independently of the
other nodes, based on its local clock. The pro-
tocols differ in the way they define the windows
and in the algorithms they use to synchronize
the sensors.

In [18] each sensor sends a beacon within some
of the active windows to communicate its clock
to its neighbors. The size and structure of the
active window is defined in order to let each
sensor eventually receive the beacons from its
neighbors. Also, in S-MAC [22],[23] sensors peri-
odically send beacons containing their schedules
(start-time of the frame). At startup, sensors try
to coordinate with their neighbors in order to use
the same schedule. This is not always possible,
however, and some sensors have to follow multi-
ple schedules. In order to detect new neighbors,
sensors periodically keep the radio on for an en-
tire frame. An extension to S-MAC where the
size of the active window may change dynami-
cally is described in [19].

A different approach combining information
between MAC and network layer has been in-
troduced in [24]. The scheme is not bound to
any actual routing or MAC protocol but the au-
thors assume that sensors can be in one of active
and power-save modes and transitions are trig-
gered by network-layer events and expiration of
soft-state timers. Events consist in the reception
of network layer messages, and result in a radio
state transition depending on their meaning (for
example if it is possible to infer that some mes-
sages will be received shortly).

GAF [20] and Span [3] are two approaches
based on clustering. In particular they select
a connected backbone of sensors which ensures
network connectivity. Backbone sensors keep
the radio on to route and buffer messages while
the others alternate between active and power-
save state. GAF [20] requires that sensors be
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equipped with GPS and uses location informa-
tion to determine a grid-based partitioning of
the network such that any two nodes in adja-
cent areas can communicate with each other (i.e.
they are within each other’s radio range). At
any given time only one sensor per area is active
(the area leader) and the set of area leaders con-
stitutes the backbone. Non-active nodes period-
ically wake up in order to send/receive messages
and elect the new area leader. Differently from
GAF, Span [3] does not require GPS and uses
a distributed protocol to construct the network
backbone.

3 Scenario

There are several applications of wireless sen-
sor networks where it is possible determine in
advance the time intervals where pairs, or even
groups, of nodes need to communicate. In these
cases, as proposed and analyzed in this paper,
it is possible to apply synchronization strategies
that require nodes to activate their interfaces
just when and where really needed.

As a simple example, consider the case of
a node u1 of wireless sensor network that has
been instructed to acquire information through
its transducers at a rate r. The information ac-
quired is analyzed and if some condition is veri-
fied, the information is sent to node u2. This, for
instance, happens with the diffusion paradigm
[8], if we suppose that u2 is the sink node that
has expressed an interest that can be satisfied
by node u1. If we know the instant in which
u1 starts to sample data we can instruct the set
of nodes involved in the path from u1 to u2 to
switch their radios on just when it is likely that
they receive something. Suppose for instance,
that we ask u1 to sample the temperature ev-

ery two seconds, and to send it to u2 when it is
greater that 5. In the ideal case of no commu-
nication delays, if we know the instant t0 that
u1 starts sampling, we can ask the nodes in-
volved in the path to switch on their radio ev-
ery two seconds, starting at t0, and to main-
tain it active for the time needed to receive the
data. In the more realistic case of network de-
lays during communication, the activation inter-
val in the various nodes needs to be accurately
adjusted, as discussed in this paper, in order to
minimize the possibility of loosing packets. Note
that with this schema it can still happen that
some nodes activate their interface unnecessar-
ily, for instance when the sensed temperature is
below 5, however this is just limited to the nodes
involved in the path from u1 to u2.

Similar situations, where communication rate
among groups of nodes can be determined in
advance, occur also in case of management of
sensed data with the database paradigm [11, 21].
Consider for instance a query like ”compute and
send to the sink node the average temperature
over a ten-minutes period, sampling tempera-
ture every thirty seconds in sensors belonging
to the area A”. User queries specify, among
other things, information that controls the sens-
ing rate activity and the communication rate
activity. In addition, specific query processing
strategies allow the precise determination of the
set of nodes involved in the communication re-
lated to a query.

4 Communication Paradigm

As we discussed in Section 3, in several cases
it is possible to know in advance when appli-
cations need to send data through the wireless
network. Typically applications of wireless sen-
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sor networks request data at specific rates, from
specific nodes.

This knowledge can be easily exploited in or-
der to reduce energy consumption in single-hop
communication. In this case it is sufficient that
the sender and receivers be synchronized and
turn on their radio interface simultaneously at,
application dependent, predefined intervals for
the time needed to send and receive a data
packet.

However, the situation is much more difficult
to handle in a multihop scenario. Given that
delays may occur in the various nodes traversed
by a packet, it is not so obvious how to decide
when intermediate nodes should turn their ra-
dios on, to support communication between two
endpoints.

4.1 Communication Protocol

In the paradigm we propose, when the applica-
tion layer on node u0 needs to send some data to
node un, it requests the network layer to setup
a communication channel. As detailed later,
the network layer sends a connect message that
travels towards un and establishes a data path.
Nodes in this path will configure their radio ac-
tivity to support communication between u0 and
un. Note that only the nodes in the communica-
tion path must turn on their radio when needed,
while all other nodes may keep it off.

Given that connect messages are obviously
sent before the channel is set up, there must
be some time periods when connect and other
system messages are guaranteed to be received.
To this end we suppose the existence of sys-
tem windows when all nodes turn on their ra-
dio and wait to receive and service any connect
requests. We impose a large time interval be-
tween consecutive system windows, to avoid sig-

nificantly affecting network energy efficiency. Of
course, this introduces some latency in the chan-
nel setup. However, in the applications we en-
vision, connect requests are much less frequent
than packet transmissions through an open chan-
nel and we are willing to accept some latency at
channel setup if we substantially reduce latency
and energy consumption during actual commu-
nication. Note that system windows can also be
used to reconstruct channels which got broken
due to node failures. Clock synchronization al-
lows sensor nodes to have a uniform knowledge
of the beginning of system windows (it is also
needed for protocol operation, see below). Syn-
chronization protocols for sensor networks can
be found in [4, 13]. In the rest of the paper
we disregard the issues related to clock synchro-
nization and assume that all nodes turn on their
radios at the beginning of system windows to
send/forward/receive system messages.

When the application requests to set up a
channel, it specifies the destination node (un),
together with the size s of the packets that will
be sent, the time interval td between succes-
sive transmissions of packets along the channel,
and the time t0, when the first packet will be
sent. The network layer sends a connect mes-
sage including tuple (id, u0, un, s, td, t0) (where
id is a unique channel identifier). A multihop
routing protocol determines intermediate nodes
u1, u2, . . . , un−1. un acknowledges the successful
reception of the connect message with a connect-
ack which travels back to the source through the
same forward path. Intermediate nodes asso-
ciate the channel id with the identifiers of the
previous and next hops in the channel. They
will use the channel id to determine the next
hop and forward incoming messages. The pre-
vious hop may be used for control information
flowing back towards the source.
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A problem that every node involved in a chan-
nel should solve, during channel setup, is the de-
termination of its radio activity to reliably for-
ward messages to the next node, i.e. every node
should decide when and how long it should turn
its radio on. A naive solution to this problem is
as follows.

The transmission duration, tm, of a packet
can be estimated from the size s of the pack-
ets and the radio data rate. Assume u0 is sup-
posed to start transmitting a packet at time t0.
If we disregard delays, u0 actually starts trans-
mitting at t0 and u1 starts receiving at the same
time. The transmission terminates at t0 + tm
and u1 immediately starts the forwarding which
terminates at t0 + 2tm. Reasoning like this, we
see that u0 operates its radio in transmission
mode over interval [t0, t0 + tm], any intermedi-
ate node ui operates its radio in receive mode
over [t0 + (i − 1)tm, t0 + i · tm] and in transmis-
sion mode over [t0 + i · tm, t0 + (i + 1)tm], and
un, that only receives the packet, has its radio
on in receive mode over [t0 +(n−1)tm, t0 +ntm].
Figure 1(a) illustrates this simple scenario for a
path of length 4. All nodes will repeat this pro-
cess every td.

The situation we presented is totally unreal-
istic since medium contention delays cannot be
disregarded. Node u0 won’t be able to imme-
diately acquire the medium at time t0. Con-
sequently, the actual transmission begins some
time later. Correspondingly, u1 starts receiv-
ing later. Also, when u1 attempts to retrans-
mit the packet, it will incur some delays. Delays
propagate down the path and result in delayed
transmissions and receptions of packets (see Fig-
ure 1(b)).

The radio activity intervals of the nodes
should be adjusted taking delays into account.
We will use the following strategy:

1. A node switches its radio on (idle mode) at
the earliest possible time (i.e. to be ready
to receive the packet in case there are no
delays). As derived above, the switch on
times for ui (i ∈ {1, 2, . . . , n}) are t0 + k ·
td + (i − 1)tm.

2. When a packet arrives, ui receives it (receive
mode), forwards the packet to the next node
(transmit mode) or passes it to the applica-
tion (if i = n) and turns off the radio.

3. A node ui (i ∈ {1, 2, . . . , n}) will switch the
radio off, in case no packet has arrived, at
times t0 + k · td +(i− 1)tm + t∗i (after which
it supposes that the packet got lost).

The critical point is how to determine the t∗i s,
in an optimal way: the radio should be kept in
idle mode long enough to guarantee, with a cer-
tain probability, that packets reach the destina-
tion and, at the same time, save as much energy
as possible. We analyze two strategies. In the
first case t∗i is the same for all nodes in the path.
In the second case it increases proportionally to
i. More formally:

Fix : t∗i = t∗, for some t∗ ∈ [0, td]

Lin : t∗i = i · t∗∗, for some t∗∗ ∈ [0, td
n

]

The next Section will model these two strate-
gies using a probabilistic framework which will
permit the determination of t∗ and t∗∗ that en-
sure a certain packet delivery probability. The
probabilistic framework will also be used to de-
rive a cost model that estimates the energy con-
sumption of the two strategies, depending on the
reliability of the communication channel.

6



6

-

-

-

-

-u0

u1

u2

u3

u4

tt0 tm

Tx

Rx Tx

Rx Tx

Rx Tx

Rx

(a)

6

-

-

-

-

-u0

u1

u2

u3

u4

tt0 tm

Idle Tx

Idle Rx Idle Tx

Idle Rx Idle Tx

Idle Rx Idle Tx

Idle Rx

(b)

Figure 1: Radio activity for nodes in a path: (a) simple, naive model; (b) delays-aware model. Tx = transmission
times, Rx = reception times, Idle = idle times due to accumulated delays.

5 Analysis

5.1 Probabilistic Model

Every node may incur some delays before be-
ing able to actually send a packet. Internal pro-
cessing and, chiefly, contention for access to the
shared medium are the causes of these delays.
We model the total delay introduced by node
ui, i ∈ {0, 1, . . . , n − 1}, with a continuous ran-
dom variable Di. In order to simplify the anal-
ysis, we assume that the Dis are identically dis-
tributed independent random variables. We also
define

Rm =
m−1
∑

i=0

Di

the total delay accumulated by nodes
u0, u1, . . . , um−1, for m ∈ {1, 2, . . . , n}.

In addition, we model the possibility of los-
ing messages due to various problems such as re-
source shortages at a certain node (full queues,
etc.) and radio interferences. To this end, we de-
fine random variables X0, X1, . . . , Xn identically

distributed according to the following rule:

P(Xi = 1) = p

P(Xi = 0) = 1 − p

where p ∈ [0, 1], and say that node ui loses the
packet (or does not receive it) if Xi = 0. We
suppose that the Xis are independent and are
mutually independent with the Dis.

In the following we will suppose that the Dis
have exponential densities, however the proba-
bilistic model that we develop is general and can
be instantiated with other distributions.

Given the packet loss probability p and the
path length n, we denote the probability of suc-
cessfully delivering a packet to the destination

using strategy Fix as P
(F )
S (p, n, t∗). Correspond-

ingly we denote the probability of successfully
delivering a packet to the destination using strat-

egy Lin as P
(L)
S (p, n, t∗∗).

Using P
(F )
S and P

(L)
S it will be possible to

decide t∗ and t∗∗ such that the probability
of successfully delivering a packet to destina-
tion is above a chosen threshold γ. More for-
mally, it will possible to set t∗ and t∗∗ so that

7



P
(F )
S (p, n, t∗) > γ or P

(L)
S (p, n, t∗∗) > γ, for some

γ.
In the following we will show how to express

these probabilities.

5.1.1 Success Probability of Fix

Fix successfully delivers the packet to the des-
tination when all Xis are 1 and Ri < t∗ for
i ∈ {1, 2, . . . , n}:

P
(F )
S

(p,n,t∗) = P(X0=1,...,Xn=1,R1≤t∗,...,Rn≤t∗) (1)

= P(X0=1,...,Xn=1)P(R1≤t∗,...,Rn≤t∗)

= pn+1 P(Rn≤t∗)

The last passage is motivated by the fact that
event (Rn =

∑n−1
i=0 Di ≤ t∗) implies each of

(R1 = D0 ≤ t∗), (R2 = D0 + D1 ≤ t∗), . . . ,
(Rn =

∑n−1
i=0 Di ≤ t∗). As a consequence,

P(R1 ≤ t∗, . . . , Rn ≤ t∗) = P(Rn ≤ t∗).
If the Dis are exponentially distributed with

parameter λ, it is easy to show that

P
(F )
S

(p,n,t∗) = pn+1(1−exp(−λt∗)
∑n−1

i=0
(λt∗)i

i!
) (2)

5.1.2 Success Probability of Lin

Lin successfully delivers the packet to the des-
tination when all Xis are 1 and Ri < i · t∗∗ for
i ∈ {1, 2, . . . , n}. Hence, we have

P
(L)
S

(p,n,t∗∗) = P(X0=1,...,Xn=1,R1≤1 t∗∗,..., (3)

Rn≤n t∗∗)

= P(X0=1,...,Xn=1)

P(R1≤1 t∗∗,...,Rn≤n t∗∗)

= pn+1 P(R1≤1 t∗∗,...,Rn≤n t∗∗)

Calculating the above probability requires
the joint density function of R1, R2, R3, . . . , Rn

which might not be easy to determine. How-
ever, if we recall that Rm =

∑m−1
i=0 Di, we see

that event (R1 ≤ 1 t∗∗, . . . , Rn ≤ n t∗∗) can be
expressed in terms of D0, . . . , Dn−1 as (D0 ≤
1 t∗∗, . . . ,

∑n−1
i=0 Di ≤ n t∗∗). Since the Dis are in-

dependent, their joint density function is f(x) =
fD0,...,Dn−1(x0, . . . , xn−1) =

∏n−1
i=0 fDi

(xi). We
have:

P(R1≤1 t∗∗,...,Rn≤n t∗∗) = (4)

P(D0≤1 t∗∗,...,
∑n−1

i=0 Di≤n t∗∗) =
∫

A
f(x)dx

where A ⊆ Rn is the set of n-dimensional
points x = (x1, x2, . . . , xn) satisfying the follow-
ing relations







































0 ≤ x1 ≤ 1 t∗∗

...

0 ≤ xm ≤ m t∗∗−
∑m−1

i=1 xi

...

0 ≤ xn ≤ n t∗∗−
∑n−1

i=1 xi

Let us now assume that the Dis are exponen-
tially distributed and define Qm as the probabil-
ity that a packet successfully reaches node m in
the channel in case packets can only get lost due
to accumulated delays (i.e. p = 1). Formally:

Qm = P(D0≤1 t∗∗,...,
∑m−1

i=0 Di≤m t∗∗) (5)

We see that f(x) = λn
∏n

i=1 exp(−λxi) and some
algebra gives us

Q1 = 1−exp(−λ t∗∗) (6)

Qm = Qm−1−(λ t∗∗)m−1 exp(−m λ t∗∗)
(

mm−2

(m−1)!

)

for 2≤m≤n

so

P
(L)
S

(p,n,t∗∗) = pn+1Qn (7)
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5.2 Cost Estimation

We now evaluate the average cost, in terms of
energy consumption, required to send a packet
using strategies Fix and Lin. For comparison
purposes we also evaluate the cost for strategy
Naive that maintains the radio always in idle
state (always waiting for a message).

Let PS be the probability of successfully de-
livering a packet to the destination and let CS

be the relative cost. In addition, let PF,m be the
probability that the packet gets lost at node um

for some m ∈ {0, 1, . . . , n} and, correspondingly,
let CF,m be the cost in that case. The average
cost of sending a packet is given by

C = PS CS+
∑n

m=0 PF,m CF,m (8)

The specific probabilities and costs depend on
the actual strategy used to manage the radio. In
the next sub-sections we will evaluate the terms
of Equation 8 for Naive, Fix and Lin. We will
use the following notation:

tm: time to send/receive a message;

Pt: tx mode radio power consumption;

Pr: rx mode radio power consumption;

Pi: idle mode radio power consumption;

Em: total energy spent to receive and forward
a message (Pt · tm + Pr · tm);

5.2.1 Average Cost of Naive

Naive successfully delivers a packet to the desti-
nation with probability

P
(N)
S

(p) = pn+1 (9)

while the probability of failing at node um (0 ≤
m ≤ n) is

P
(N)
F,m

(p) = pm(1−p) (10)

The total energy Naive expends when success-
fully delivering a packet to the destination is

C
(N)
S

= nEm+(n−1)Pi(td−2 tm)+2Pi(td−tm) (11)

where we summed the energies expended on each
link in the path. In case of failure the expended
energy depends on where it occurred (i.e. the
first node failing to receive the packet). Up-
stream nodes transmit and receive the packet
while downstream nodes do not. We have:

C
(N)
F,0 = (n+1)Pi td (12)

C
(N)
F,m

= mEm+2Pi(td−tm)+(m−1)Pi(td−2 tm)+

(n−m)Pi td

for 1≤m≤n

For simplicity, we assumed that the radio op-
erates in idle mode when contending for medium
access, even if this might not be the case in re-
ality.

The estimation of the cost attributable to
Naive for the transmission of one packet can now
be evaluated according to Equation 8.

5.2.2 Average Cost of Fix

Fix successfully delivers a packet to node un with
probability (Equation 1):

P
(F )
S

(p) = pn+1 P(Rn≤t∗) (13)

For the probabilities of failure we have:

P
(F )
F,0 (p) = P(X0=0) = 1−p (14)

P
(F )
F,1 (p) = P(X0=1,(X1=0∨(X1=1,R1>t∗1))

9



= p−p2 P(R1≤t∗1)

P
(F )
F,m

(p) = P(X0=1,X1=1,...,Xm−1=1,Rm−1≤t∗,

(Xm=0∨Xm=1,Rm>t∗))

= pm P(Rm−1≤t∗)−pm+1 P(Rm≤t∗)

for 2≤m≤n

Successfully delivering a packet to node un

costs

C
(F )
S

= nEm+Pi E(D0|Rn≤t∗)
(

n(n+3)
2

)

(15)

For the costs of failure we give the following
upper bounds

C
(F )
F,0 ≤ nPi t∗ (16)

C
(F )
F,1 ≤ Em+(n+1)Pi t∗

C
(F )
F,m

≤ mEm+(n−m+2)Pi t∗+m(m−1)
2

Pi E(Dj |Rm−1≤t∗)

for 2≤m≤n

In case the Dis have exponential densities with
parameter λ and h ≥ 1, j ∈ {0, . . . , h−1}, τ > 0,
we have

P(Rh≤τ) = 1−exp(−λτ)
∑h−1

i=0
λiτi

i!

and

E(Dj |Rh≤τ) = 1
λ





1−exp(−λτ)
∑h

i=0
(λτ)i

i!

1−exp(−λτ)
∑h−1

i=0
(λτ)i

i!



 (17)

This allows the evaluation of Equations 13 - 16.
The estimation of the cost attributable to Fix
for the transmission of one packet can now be
derived introducing Equations 13 -16 in Equa-
tion 8.

5.2.3 Average Cost of Lin

For Lin we define Am as the event that a packet
successfully reaches node m in the channel in

case packets can only get lost due to accumulated
delays (i.e. p = 1):

Am = (R1≤t∗∗,R2≤2 t∗∗,...,Rm≤m t∗∗)

for m ∈ {1, 2, . . . , n}. Recalling Equation 3, we
may write

P
(L)
S

(p,n,t∗∗) = pn+1 P(An) (18)

For the probabilities of failure we have:

P
(L)
F,0 (p) = P(X0=0) = 1−p (19)

P
(L)
F,1 (p) = P(X0=1,(X1=0∨(X1=1,R1>t∗∗))

= p−p2 P(A1)

P
(L)
F,m

(p) = P(X0=1,X1=1,...,Xm−1=1,Am−1,

(Xm=0∨(Xm=1,Rm>m t∗∗))

= pm P(Am−1)−pm+1 P(Am)

for 2≤m≤n

Similarly to Fix, the cost for a successful trans-
mission to node un is

C
(L)
S

= nEm+Pi E(D0|Rn≤n t∗∗)
(

n(n+3)
2

)

(20)

For the costs of failure we give the following
upper bounds

C
(L)
F,0 ≤ (

∑n
i=0 i)Pi t∗∗ (21)

C
(L)
F,1 ≤ Em+(

∑n
i=0 i+1)Pi t∗∗

C
(L)
F,m

≤ mEm+(
∑n

i=m i+m)Pi t∗∗+

(
∑m−1

i=0 i)Pi E(D0|Rm−1≤(m−1) t∗∗)

for 2≤m≤n

When the Dis have exponential densities with
parameter λ, we observe that P(Am) = Qm

(Equations 5 - 6), so introducing Equation 6
in Equations 18,19 yields the probabilities for
Lin. Introducing Equation 17 in Equations 20,21
yields the related costs. Again, the estimation of
the cost attributable to Lin for the transmission
of one packet can finally be derived introducing
Equations 18 - 21 in Equation 8.
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n

λ 1 2 3 4 5 6 7 8 9 10 15
1

3.125
17 24 29 35 40 45 49 54 59 63 84

1
6.25

34 47 58 69 79 89 98 108 117 125 168
1

12.5
67 93 116 138 158 177 196 215 233 250 336

1
25

133 186 232 275 315 354 392 429 465 500 671
1
50

265 372 464 549 630 708 783 857 929 1000 1342
1

100
530 744 928 1098 1260 1415 1566 1714 1858 2000 2684

Table 1: Optimum values for parameter t∗ for success delivery probability of 0.995 (p = 1)

6 Numerical Results

The analysis from the previous Section suggests
a tradeoff between the probability of successfully
delivering a packet along a channel and the the
cost, in terms of energy consumption, of strate-
gies Fix and Lin. The length of the radio activity
interval for each of the nodes in the channel af-
fects this tradeoff. In particular, as the interval
length increases, both the cost and the proba-
bility of successful delivery increase, and, as the
interval length decreases, both the cost and the
success probability decrease. Note that, since
the probability of packet loss is directly related
to the quality of service (QoS) given to the ap-
plication, this tradeoff is between QoS and cost.

In order to numerically evaluate our strate-
gies, we propose a solution to this tradeoff. We
select a threshold γ on the success packet deliv-
ery probability and identify the smallest radio
activity interval of each node that assures that
the probability of successful delivery exceeds γ.
In particular, we assume an exponential density
function for the random variables Dis represent-
ing delays on the path and determine parameters
t∗, for Fix, and t∗∗, for Lin, as a function of γ

and n (the channel length) from equations 2 and
7.

Next, we plot the energy savings that our
strategies can achieve with respect to Naive and

discuss the results.

6.1 Configuration

We begin with the calculation of the optimal val-
ues of parameters t∗ and t∗∗ for Fix and Lin. We

plotted P
(F )
S (1, n, t∗) from Equation 2 for differ-

ent path lengths, n, and λ values and found the
minimum value of t∗ that rendered the above
probability greater than γ = 0.995.

In other words, our aim was to locate, for sev-
eral values of n and λ, the minimum t∗ for which
Fix can successfully deliver a packet to the des-
tination with high enough probability. We only
considered delays introduced by the nodes as the
possible causes of failure and assumed that nodes
never lost a packet for other reasons (i.e. p = 1).
Table 1 presents the results we obtained and Fig-
ure 2 represents the data graphically.

The Table clearly indicates that, for a fixed
path length, halving the value of λ doubles the
optimum t∗. On the other hand, for a fixed λ,
t∗ does not grow linearly with n but a linear
approximation can be acceptable.

We plotted P
(L)
S (1, n, t∗∗) from Equations 18

and 6 for the same n and λ values we used for
Fix and found the minimum value of t∗∗ that
rendered the probability greater than γ = 0.995.
The results are shown in Table 2.
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Figure 2: Optimum values for parameter t∗ for success
delivery probability of 0.995 (p = 1)

As can be seen, t∗∗ doesn’t change with in-
creasing path lengths. This might be counter-
intuitive but, when we looked at the graphs of

P
(L)
S (1, n, t∗∗) for a fixed λ and growing values of

n, we observed that the central part of the curves
moves to the right (the minimum value of t∗∗ to
have a 0.5 probability of delivering the packet to
the destination grows with n). However, there
is no noticeable change in t∗∗ when we aim at
a 0.995 probability. As for Fix, halving λ for a
fixed n doubles t∗∗.

n

λ 1 2-15
1

3.125
17 17

1
6.25

34 34
1

12.5
67 67

1
25

133 134
1
50

265 267
1

100
530 533

Table 2: Optimum values for parameter t∗∗ for success
delivery probability of 0.995 (p = 1)

6.2 Costs

The next step in our numerical evaluation is to
compare the algorithms according to the analyt-
ical formulas we developed for the costs (Sec-
tion 5.2). We assume sensors equipped with a
12.4 kb/s radio with Pt = 36.0 mW, Pr = 30.0
mW, Pi = 24.0 mW and consider packets of 40
bytes (320 bits), resulting in tm = 25.806 ms,
Em = 1703.226 µJ. Note that these settings are
typical of low-end sensors like the mica2 motes
[2].

Figure 3 presents several graphs for C(F )(p)

C(N)(p)
and

C(L)(p)

C(N)(p)
for a path of length 6 and different values

of λ and td. Figure 3(a) plots the above ratios
for λ = 1

6.25 and td = 2000 ms while Figure 3(b)
gives the results for the same value of λ and td =
4000 ms. Figures 3(c)-(d) and (e)-(f) propose the
same couple of td values for λ = 1

12.5 and λ = 1
25 ,

respectively.

Figures 3(a)-(b) show that, when medium
contention delays are very small the two algo-
rithms compare almost equal and achieve sav-
ings of about 95-98% with respect to Naive.
The curves are almost flat, which indicates that
message communication dominates medium con-
tention delays. Figures 3(c)-(f) give clear evi-
dence that Fix achieves greater savings than Lin,
when p < 1 (the algorithms compare equal when
p ≈ 1).

If we (very roughly) approximate the curve for
λ = 1

25 in Figure 2 with y = 38x + 118 and
imagine a path of n hops, we calculate the cost
for a failure at node u0, for Fix, as

c1 = n(38n + 118) = 38n2 + 118n

while, for Lin, we have

c2 = 134(1 + 2 + · · · + n) = 67n2 + 67n

12



We easily find out that c1 < c2 iff n ≥ 2 while
Tables 1 and 2 tell us that c1 = c2 if n = 1. If
the failure occurs at node n (n > 0), a slightly
more laborious calculation shows that, after that
node, Lin always costs more than Fix. Assuming
comparable costs before the point of failure, we
see that Lin always costs more than Fix.

When p ≈ 1 the probability of losing a packet
along the way is very small since extremely large
delays are infrequent, and the two algorithms
have roughly the same cost. As p decreases, how-
ever, more packets get lost and, as the previous
arguments suggest, nodes that do not receive a
packet consume more energy in Lin than they
do in Fix.

Figure 3(a) is very similar to Figure 3(d). This
is reasonable since Tables 1 and 2 indicate that
t∗ and t∗∗ double when λ halves. Since in going
from (a) to (b), td also doubles, the cost ratios
stay the same. The same phenomenon explains
the similarity between Figures 3(c) and (f).

Figure 3 as a whole also illustrates the general
trend that the relative cost efficiency of both Fix
and Lin decreases as the average per-node delay
increases. Energy savings decrease more rapidly
if p < 1.

7 Simulations

We implemented our strategies on the
nesC/TinyOs platform [5] [7] and ran sim-
ulations with Tossim [10], the simulator for mica
motes [6]. Our goal was to verify whether the
assumptions we made in the probabilistic model
are actually applicable in a sensor network.
We had to modify (in straightforward ways)
some of the TinyOs modules in order to obtain
millisecond accuracy in the measurements and
render the MAC scheme compatible with the

 

5 1 2 3 4 6 7 8 

Interference 
area 

 

Figure 4: Simulation topology sample

strategies we propose.

We set up a channel of 8 nodes and simulated
a fixed data rate using packets with a 20-byte
payload. We measured the number of packets
lost on the path and, for each node, the medium
contention delay introduced and the radio activ-
ity interval for several values of the parameters
t∗ (for Fix ) and t∗∗ (for Lin).

In order to simulate interferences and packet
losses we deployed a second channel and let it in-
terfere with the first. In each of several scenarios
we simulated, the second channel interferes with
the first on one of its links. Figure 4 illustrates
the scenario where the interference occurs on the
link between nodes 4 and 5 of the primary (mea-
sured) channel. On each channel each node is in
radio range of only the previous and next hop
nodes. Nodes in the region of interference (the
circled area in Figure 4) can hear each other. We
also ran a simulation where the primary channel
suffers no interference.

The primary channel has a data rate of 1
packet every second (a total of 300 packets) ver-
sus 1 packet every 0.8 seconds for the interfering
channel (375 packets).

Given the results from all the simulated sce-
narios, we computed a weighted average of the
data. The non-interference scenario had a weight
of 1

2 while each of the other scenarios had a
weight of 1

14 .
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Figure 3: Comparison of cost functions for Naive, Fix and Lin for different path settings.
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Figure 5: Lost packets percentage.
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Figure 6: Radio operation times.

Figure 5 reports the average percentage of lost
packets for Fix (left) and Lin (right) for several
values of the parameters t∗ and t∗∗ in binary mil-
liseconds (bms). The graphs indicate that there
is a minimum percentage (0.032) of lost packets
that cannot be avoided. An accurate analysis of
the simulation traces revealed that these pack-
ets got lost due to the hidden terminal problem.
The mica radio stack (which Tossim simulates)
has no RTS/CTS mechanism to tackle this prob-

lem.

The last graphs we present (Figure 6) com-
pare the average radio activity obtained from
the simulations with the average radio activity
of a node derived from the analytical model with
t∗ ∈ [10, 75] for Fix (left) and t∗∗ ∈ [5, 50] for Lin
(right).

The analytical curves were derived assum-
ing an exponential density for the Dis. Since
E(Di) = 1

λ
, we evaluated the expected value µ of
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the empirical density and derived the value of λ

for the exponential density as λ = 1
µ
. The value

of parameter p was calculated from the physio-
logical loss probability that we measured in the
simulations.

Comparing the empirical data from Figure 6,
we observe that for values of t∗ and t∗∗ that en-
sure the same low loss probability (say t∗ = 60
bms and t∗∗ = 40 bms, from Figure 5), nodes
operate the radio longer in Lin than they do in
Fix. This is in accordance with the results we
found in the analysis.

8 Conclusions

We have considered an application-driven com-
munication model for sensor networks. The
model exploits information from the application
layer in order to set up communication chan-
nels between pairs of sensors, along which a data
stream travels with rates defined by the applica-
tion. Focusing on a single communication chan-
nel, we have introduced two strategies which at-
tempt to synchronize the sensors in the channel
in order to save energy. We have proposed a
probabilistic model under which the probability
of packet loss can be analytically evaluated and
we have given a cost model to evaluate the en-
ergy efficiency of the two strategies. Based on
the cost and packet loss probabilistic model, we
have shown how the sensors in the channel can be
configured in order to achieve a desired thresh-
old of successful packet delivery probability and
to minimize the cost. Lastly, we have validated
and confirmed the accuracy of our model with
a simulation made with Tossim (the Berkeley
motes’ simulator). Future work includes com-
paring the latency of our approach with those
achieved by energy-efficient MAC/network layer

protocols for sensor networks. We also plan to
evaluate the cost of the considered model on a
network in which several channels can be active
at the same time. Another research direction is
related to the determination of the probability
distributions which better model the delay in-
troduced by each node in a given channel.
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