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Abstract. Local descriptors are state-of-the-art of representing low-
level visual information in object recognition. Because of their effective-
ness, they are also largely used in content-based image retrieval when-
ever the query visually express a specific object to be retrieved between
the images in the archive. Given that searching for the local descriptors
can be very costly, many recent works have proposed to encode the lo-
cal descriptors in a compact representation. In this paper, we propose
to embed the aggregated information in the local descriptors in order
to achieve higher effectiveness. The experimental results, obtained on a
largely used public dataset, reveal the potential of the approach. Even
if we only tested our approach in a content-based image retrieval sce-
nario, the idea of combining aggregated and local information is general
and could be applied in other similarity search tasks. We call the pro-
posed approach bifocal searching because of the similarity with bifocal
eyeglasses which have two parts with different focal lengths.
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1 Introduction

Content-based image search has received increasing interest in recent years.
While in the last century it was only possible to search for global features (e.g.,
colors, texture, etc...), the technologies developed in the Computer Vision field
during the last few years, allow searching for particular objects. Starting with
the pioneering paper from David Lowe [13] defining the Scale Invariant Features
Transform (SIFT), local features extracted from stable regions are at the base of
almost all of the proposed approaches. The high effectiveness of object recogni-
tion obtained by matching local features (e.g., SIFT) and geometric verification
typically performed using Randon Sample Consensus (RANSAC), has the draw-
back of an high computation cost and very low scalability. In fact, for each local
descriptors in the query image (typically 1,000), a similarity search has to be
performed in the whole dataset.

In 2003, particular object searching on a large scale became possible thanks
to the bag-of-features or bag-of-(visual)words (BoF) approach presented by Sivic



and Zisserman [18]. In terms of effectiveness, BoF largely outperformed the other
methods. The relevant lost in effectiveness has been considered acceptable in
many practical cases. Moreover, many extension to the basic BoF approach
have been proposed [10]. Very recently, novel aggregation approaches [12] have
been proposed that significantly outperform BoF both in terms of efficiency and
effectiveness. The most famous are Vector of Locally Aggregated Descriptors
(VLAD) [8] and Fisher Vectors (FV) [15]. The effectiveness obtained by these
novel aggregations techniques is so high that they even outperform the more
costly approaches based on local features matching combined with sophisticated
geometric verification.

The impressive results obtained by the most recent aggregations approaches
suggest that local features similarity based searching should be revised. Our
intuition is that the information about the context in which the local features
appear is more relevant than the actual similarity between any two local descrip-
tors. However, we believe that the local features searching can be improved by
adding the information about the context to the local descriptor.

In this paper, we propose to focus at the same time on both local and ag-
gregated information when searching for local features. We call this approach
bifocal searching because of the similarity between this approach and the bi-
focal eyeglasses. We propose to compare any two local descriptors considering
not only the local information but also the aggregated information of all the
local descriptors in the whole image. The intuition is that the probability of two
descriptors to be a real match is related not only to the similarity between two
descriptors but also to the overall similarity of the images. We tested our pro-
posal adding the VLAD aggregation information to the SIFT local descriptors
obtaining larger local descriptors that comparable using the Euclidean distance.
Thus, the resulting extended local descriptors can be indexed by both general
metric data structures and specific vector based indexes. We call this new fea-
ture obtained combining local and aggregated information the bifocal feature.
In fact, we don’t need the data structure to have the knowledge that the bifocal
descriptor is actually composed of two parts because it can be compared as a
whole resulting in a combination of local and global similarity.

In the experimental section, we show that effectiveness of the proposed
approach outperform both traditional local features matching approaches and
state-of-the-art aggregation techniques even when reordering of the results with
geometric verification is considered.

2 Backgrounds and Related Work

2.1 Local Features Matching

Local descriptors are fixed size vector automatically extracted from relevant re-
gions automatically detected in an image typically in the order of thousands.
Various detection techniques [20] have been proposed in order to obtain regions
invariant to projective transformations and variou local features have been de-
fined to describe the visual content of each region [14].



We define Ii as the set of local descriptors li,j extracted from image i, i.e.,
Ii = li,1 . . . li,n, where n = |Ii| is the number of descriptors which largely depend
on the complexity of the image. A function of dissimilarity dl(li,j , li′,j′) between
any two local descriptors is necessary in order to perform any kind of match.
For SIFT [13] and for many other local features as Speeded Up Robust Features
(SURF) [4], the Euclidean distance is typically used.

For each local features lq,j in the query image q, we define m(lq,j , Io), if
it exists, as the matching local descriptors in a generic image o in the dataset.
Almost all the approaches proposed in the literature select the most similar local
descriptor in o with respect to lq,j as the candidate match [13]. We indicate this
nearest neighbor as NN1(lqj , Io). The distance between the query descriptor
and its nearest neighbor in o is usually considered to filter out wrong matches
defining a maximum distance [6]. We define this threshold as t. Thus,

m(lq,j , Io) =

{
NN1(lqj , Io), if dl(lq,j , NN1(lqj , Io)) ≤ t

null, otherwise
(1)

In [13], it was suggested to consider the ration between the distances of
n1(lqj , Io) and NN2(lqj , Io) as a confidence on the match. However, this is in-
tended to rely on reliable matches in order to perform geometric verification.

In the following, for each local descriptor lqi in the query image we perform a
range search with range t in the whole datasets and we consider the first nearest
neighbor in any image o, if it exists, as a matching descriptor. A laregely used
measure of similarity between any two images q and o is given by the percentage
of local descriptors lq,j in the query image q that do have a match in o.

This set of candidate match can be refined considering the information related
to the region from which the local descriptor was extracted as explained in the
following section.

2.2 Geometric Verification

Many local descriptors (e.g., SIFT) report information about the original po-
sition, orientation and size of the region from which they were extracted. This
information is necessary in order to perform geometric verification in object
recognition and for augmented reality application.

In [13], Lowe proposed Hough Transform to group local features matches
between two images that have an agreement in terms of relative rotation and
scale. While the Hough Transform is usually followed by an affine or homogrpahy
transformation estimation, the size of the largest cluster built can be used as a
measure of similarity.

The Random Sample Consensus (RANSAC) [5] approach is largely used in
order to estimate a projective trasformation able to map the matching regions of
a given image on top of the other. Two are the transformation that are typically
considered: homography and affine. While the homography trasformation is more
genera,l the affine trasformation is typically more reliable. In fact, very unlikely
projective transformation can be expressed as homographies. Filtering out these



noisy results can be difficult [2]. In the experiments we report the results obtained
by both.

Please note that geometric verification is not scalable because it can not be
indexed. Thus, geometric verification is typically considered when reranking top-
k results obtained with a scalable approach. When searching for matching local
features, for instance, the geometric verification is only performed between the
query image q and the dataset image o for which there are the largest amount
of candidate matches. Thus, the images o in the dataset are typically ordered
according to the number of matches as defined in Equation 1.

2.3 Aggregation Techniques

The first aggregation technique proposed for local features was inspired by tradi-
tional text retrieval. The bag-of-features (BoF) representation [18] groups local
descriptors by defining a codebook of nw visual words C = c, 1 . . . cnw

usually
obtained by clustering (e.g., with k-means) the local descriptors of the whole
dataset. The size of the codebook is typically in the order of hundred thousands.
Each local descriptor is then assigned to the closest centroid in the vocabulary.
The BoF representation is defined as the histogram of the assignment of all
the descriptors li,j in image i to the visual words. Similarity between two BoF
representation is typically evaluated using the cosine function [18]. Moreover,
TF-IDF weighting scheme is usually adopted as for the traditional bag-of-words
approach used in text retrieval [19].

After many years in which BoF remain the state-of-the-art approach for large
scale searching, in 2010 Vector of Locally Aggregated Descriptors (VLAD) [8]
and Fisher Vectors (FV) [15] were proposed. The Vector of Locally Aggregated
Descriptors (VLAD) aggregates descriptors on a locality criterion in the feature
space. A small codebook (i.e., hundreds) of visual words selected with k-means
is used as in BoF. For each image i, VLAD accumulate the differences between
the local descriptors li,j and the nearest centroids NN1(li,j , C). The VLAD
representation is then obtained by concatenating the sum of the residuals vy
and subsequently L2-normalizing. Formally, the aggregation function a

V LAD
(Ii)

of the local descriptors Ii extracted from image i is defined as:

a
V LAD

(Ii) =
(v1 . . . vnw)

||(v1 . . . vnw
)||

, vy =
∑

NN1(li,j ,C)=cy

li,j − cy

Please note that the dimension of the VLAD representation is nw times the
dimension of the local descriptors (e.g., 128 for the SIFT). Thus, Principal Com-
ponent Anlysis [1] is typically used in order to improve efficiency. Experiments
[3] showed that PCA also improve effectiveness.

2.4 Bifocal Searching

In this section, we present our proposal to combine the approaches presented
in Section 2.1 and Section 2.3. State-of-the-art aggregations techniques typi-
cally outperform local features matching techniques. In other terms, a similarity



measure between two image based on the number of matches found is less in-
formative than the distance between the aggregated information. In order to
improve effectiveness, we propose to revise the similarity function dl used to
combine local features and aggregated information. To this goal we define the
similarity between two local descriptors as the weighted sum of the standard
local descriptors distance dl and the distance da between the aggregated infor-
mation. Formally, we define the bifocal distance between two local descriptors
lq,j and lo,y extracted from images q and o as:

db(lq,j , lo,y) = wl ∗ dl(lq,j , lo,y) + wa ∗ da(a(Iq), a(Io))

where aq and oq are the vector resulting from the aggregation of the local
descriptors (e.g., VLAD).

It is worth to note that whenever a threshold on the dissimilarity between
a query local descriptors and its nearest neighbor in another image is used to
filter out false matches (see Equation 1), the bifocal distance results in varying
the threshold according to the similarity between the aggregated information.
In fact,

db(lq,j , lo,y) ≤ t ⇐⇒ dl(lq,j , lo,y) ≤ t− wa

wl
∗ da(a(Iq), a(Io)) (2)

The intuition is that, given a distance between two local descriptors, the
probability for them to match is higher if the aggregated information is similar.
Thus, by using Equation 2, we can obtain a varying threshold for descriptor
matching. Moreover, from Equation 2, we have

db(lq,j , lo,y) ≤ t⇒ dl(lq,j , lo,y) ≤ t

wl
, da(a(Iq), a(Io)) ≤ t

wa
(3)

where t/wl and t/wa can be interpreted as excluding distances. In fact, when-
ever the local descriptor distance dl is above t/wl or the aggregated distance da
is above t/wa, the two descriptors don’t match. Given that the t, wl and wa

parameters actually control two levels of freedom, in the experiments we fixed
t = 1 without loss of generality.

In our experiments we used SIFT local features and VLAD aggregation in
combination with Principal Component Analysis to reduce the dimensionality
of the aggregated vector. In this case, both dl and da are the Euclidean distance
(L2). Thus, we can combine the local and global information in one vector before
applying the distance, i.e.,

db(lq,j , lo,y) = L2(bq,j , bo,y), bi,j = (wl ∗ li,j , wa ∗ a(Ii))

where bi,j is the weighted concatenation of the local descriptor li,j and the
aggregation a(Ii) of all the descriptors in the same image i. We call bij the bifocal
descriptor.

Please note, that the definition of bij allows indexing with any metric data
structure [21], vector based indexes and even with specific approach for L2 dis-
tance [17]. A range search of query bifocal descriptors over the whole datase



Table 1. mAP obtained using the BoW approach for various number of visual words.

#VW cos TF-IDF

100 38.1 38.4
200 39.4 39.8
500 40.4 40.5

1,000 40.3 39.8
2,000 39.6 39.9
5,000 38.6 40.8

10,000 40.2 41.7
20,000 43.8 44.2
50,000 46.7 48.0

100,000 51.9 53.4
200,000 54.2 55.7

results in a variable threshold over local descriptors distance dl as expressed in
Equation 3. The price to pay is the replication of the aggregated information
a(Ii) of an image i in all the bifocal descriptor.

3 Experiments

In the experiments we focused on effectiveness. Thus, even if all the approaches
can be used in combination with efficient and scalable data structures, we only
performed sequential scan.

We performed experiments on the INRIA Holidays [11, 12] collection of 1,491
public available images largely used by the Computer Vision community. For
this collection a ground-truth consisting of 500 queries and expected results is
also public available together with SIFT descriptors and set of visual words
(vocabularies) obtained using k-Means 1. The quality of the retrieved images
on this is typically evaluated [16, 7, 15, 12] by using the mean Average Precision
(mAP), which represents the area below the precision and recall curve.

In Table 1, we report the mAP obtained by the BoW approach discussed in
Section 2.3 using the cosine similarity alone and in combination with the TF-
IDF weighting for various visual words vocabulary size. The vocabularies, public
available together with the INRIA Holidays dataset images, have been created
performing k-means on a distinct largest dataset. As expected, the quality of
the results is largely affected by the size of the vocabulary. Please note, that the
overall number of SIFT extracted from the dataset is about 1 million. Thus, a
200,000 words dictionary is already very large. The TF-IDF weighting improve
the quality of the results only marginally.

In Table 2, we report the mAP obtained by the VLAD approach (Section 2.3)
for various number of centroids and varying the number of principal components
selected performing PCA. As reported in other papers [9], PCA not only reduce
the size of the VLAD vector, but also helps in improving effectiveness especially

1 http://lear.inrialpes.fr/~jegou/data.php



Table 2. mAP obtained using the VLAD approach for various number of centroids
and distinct number of principal components selected.

#principal components

#centroids full 16 32 64 128 256 512

64 54.9 45.6 51.7 57.2 61.6 62.0 58.0
128 56.6 45.8 51.4 58.2 64.1 65.8 60.9
256 59.2 44.6 52.0 58.8 65.0 67.5 61.7

for number of principal components near to 128. The comparison of the results
obtained by the VLAD approach wit the ones obtained by the BoW approach
(Table 1, reveals that VLAD better describe the overall distribution of the local
descriptors in the image. In Figure 1, we report the recall of good and bad results
varying the range of a search considering when using the VLAD aggregation with
128 centroids and 128 principal components. The figure shows that there are no
good results above distance 1.0 while bad results start appearing at 0.6 where
more than half of the good results have already been found. With a range of 0.8
about 95% of the good results are retrieved but also 40% bad results are present.

For testing the bifocal approach, we decided to use the VLAD with 128
centroids and 128 principal components given the results reported in Table 2.
With 128 principal components we obtained a bifocal descriptors composed of
256 dimensions (128 for SIFT and 128 for VLAD). We used 128 centroids instead
of 256 that obtained the best results because for 128 principal components the
difference in effectiveness do not probably justify the extra cost of using 256
centroids. Please note that in the following, when comparing our approach with
the standard VLAD, we will used the 256 centroids and 256 principal components
settings in order to compare with the best VLAD settings. In order to perform
bifocal search, we have to define wg and wa. As reported in Section 2.4, we use
threshold t = 1.0 for filtering good local matches. In this case, 1/wg and 1/wa

are the excluding distance for the local and aggregated distance respectively.
Given the results reported in Figure 1, we decide to test values of 1/wa between
1 and 1.4. To reduce the degree of freedom of the problem we fixed 1/wg to
0.06. In Figure 2, we report the actual local descriptor matching threshold 1 −
wa

wl
∗ da(a(Iq), a(Io)) (see Section 2.4) as a function of the aggregated distance

da. Following the previous discussion related to Figure 1, the most problematic
range is between 0.6 and 0.8. Above 0.8, we almost have only bad results. Below
0.6, we almost have only good results. Thus, the goal of the bifocal approach is
varying the resulting local descriptor threshold allowing to better discriminate
results in this aggregated distance range.

In Table 3, we report the mAP obtained by the bifocal approach by using
fixed threshold of 1.0 for the bifocal distance db and varying wa (we kept wl

fixed). The measure of similarity between two image is the percentage of local
descriptors lq,j that have matches in a given image o in the dataset, i.e., it
exists at least one local descriptor in o at distance db(lq,j , lo,y) ≤ 1.0. Given
that the number of matches per query local descriptors in the whole dataset is



Table 3. Results obtained using the bifocal approach

1/wl 1/wa mAP avg matches

0.06 1.0 70.2 2.1
0.06 1.2 69.3 6.6
0.06 1.4 68.1 19.6

significantly affected by the weights, we also reported this information in the
table.

Table 4. Results obtained using the local descriptors matching approach

t mAP avg matches

0.03 59.6 45.5
0.02 56.8 5.4

In Table 4 we report the same information for the standard local descriptor
matching approach (Section 2.1. The results show that the bifocal approach is
much better.

Table 5 show the results obtained reordering top results by using the geomet-
ric consistency verification approaches discussed in Section 2.2. Please note that
while for the local features and bifocal approaches the matches to be filtered are
available after the range search phase, for VLAD we actually had to compare all
the local descriptors in the query image with all the local descriptors in image to
be reordered to get candidate matches that the aggregated information can not
given. The VLAD results were obtained with 256 centroids and 256 principal
components.

Before writing this paper, it was a surprise to notice that even when reorder-
ing, the results obtained by the VLAD approach outperform the local features
based one. We expected the local features matching to be more appropriated in
identifying images with relevant matches that can survive the geometric verifica-
tion. We believe that the VLAD plus geometric verification approaches combine
a global view with the use of local descriptors in the reordering phase. This is
not possible with tradition local features based approach. Our intuition was that
combining the aggregated and local view (bifocal search) could outperform both
approaches in terms of effectiveness. The results confirm our intuition. In fact,
for all the setting we tested the bifocal approaches obtained the best results.

4 Conclusions and Future Work

In this paper we propose to combine local features matching techniques with
state-of-the-art aggregation approaches in order to achieve higher effectiveness.
We defined a bifocal search approach that combine local and aggregated infor-
mation in the same vector (the bifocal feature) in order to obtain a variable



Table 5. mAP obtained by the various approach performing reordering of top results
with various type of geometric matching approaches.

#results reordered

method 8 16 32

LF+Hough 60.7 62.7 64.2
LF+Affine 61.0 63.6 65.1
LF+Homography 59.5 62.1 63.1

VLAD+Hough 67.0 69.8 70.3
VLAD+Affine 68.3 69.8 70.7
VLAD+Homography 68.4 68.0 68.7

Bifocal (0.06,1.0) +Hough 71.2 72.9 72.8
Bifocal (0.06,1.0) +Affine 70.9 72.9 72.7
Bifocal (0.06,1.0) +Homography 69.5 70.9 70.2

Bifocal (0.06,1.2) +Hough 70.4 71.8 73.1
Bifocal (0.06,1.2) +Affine 71.1 73.1 75.2
Bifocal (0.06,1.2) +Homography 70.0 71.9 72.4

Bifocal (0.06,1.4) +Hough 69.5 71.5 72.4
Bifocal (0.06,1.4) +Affine 71.0 73.2 74.4
Bifocal (0.06,1.4) +Homography 68.5 70.1 71.3

threshold for matching local features using a fixed bifocal threshold. This allows
to index bifocal descriptors in order to efficiently and effectively match local de-
scriptors. The results show that our approach outperform both local features and
aggregated approaches in terms of effectiveness. Because of the high efficiency,
the aggregation techniques during the search execution they are still preferable
on large scale scenarios. However, whenever high accuracy is needed we prove
that bifocal searching can outperform traditional local features matching. The
bifocal approach could be adopted in any similarity search scenario in which
for a given object a set of descriptor of the same features are given. Aggrega-
tions approaches are still under investigation and even better techniques than
VLAD already exist (e.g., Fisher Vectors) and probably will come in the future.
Our bifocal approach will benefit from these research results adding even better
aggregated information to the local descriptions.
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Fig. 1. Recall of bad and good results performing range searches using VLAD with
128 centroids and 128 principal components.
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Fig. 2. Resulting local features matching threshold by using the bifocal approach as a
function of the aggregated distance for 1/wa and fixed 1/wl = 0.06.


