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ABSTRACT 

Underwater seafloors represent a huge archive of manmade 

artefacts, a cultural heritage whose abandon process started 

since man has been able to travel by the waters. In order to put 

this heritage under safeguard and preservation archaeologists 

require and request for technological support provided by the 

scientific community. Automated procedures tailored for the 

purposes of manmade object recognition in the underwater 

scenario represent the main topic discussed in this work. In 

particular the authors propose a set of procedures that enables 

to extract meaningful insights about the inspected environ- 

ment and that can be exploited to assign a label of interest, in 

terms of cultural significance, to the surveyed areas. Further- 

more the authors introduce a sketch of a framework according 

to which the identification of interesting areas on the seafloor 

may be implemented in terms of a Bayes decision system. 

Index Terms— Underwater Archaeology, Multi-sensor 

data analysis, Robust object recognition, Underwater scene 

understanding, Data integration. 

 
1. INTRODUCTION 

Oceans represent unlimited source of knowledge for the men. 

The sea is the natural habitat of an extremely huge biological 

diversity and besides playing the role of functional medium 

for the propagation of human traffic and market, it also repre- 

sents the most ancient archive of cultural heritage. The huge 

amount of wrecks lying all over the seafloors (6 106 accord- 

ing to UNESCO) introduces the issue of protecting and pre- 

serving this common heritage from the actual threat of crim- 

inal misappropriation and illegal removing from the sites. To 

the purpose of tackling these issues the authors participated 

to national (THESAURUS [1]) and international (ARROWS 

[2]) research projects. The main goal of these multidisci- 

plinary partnership projects has been to develop dedicated 

robotic survey platforms, basically underwater vehicles prop- 

erly adapted to the projects’ requirements, equipped with suit- 

able sensing devices and endowed with skills in order to per- 

form underwater missions, either under human supervision 
 

 

or in autonomous modality, to map a seafloor area, detect and 

identify those regions that potentially host meaningful archae- 

ological sites. 

The paper is organized as follows: section 2 concerns a 

brief discussion of the state of the art about payload data pro- 

cessing and analysis in the underwater mapping field, section 

3 describes the development of data analysis algorithms to 

extract meaningful features from the collected data, section 

4 concerns high level data processing to generate overview 

mosaics and 3D reconstruction of the seafloor environment, 

section 5 concerns the description of a robust object recog- 

nition procedure based on the collection and exploitation of 

heterogeneous data while the final section 6 is dedicated to 

the conclusions. 

 

2. STATE OF THE ART 

 
To a certain extent underwater surveying for object recogni- 

tion purposes represents still a novel research field, resulting 

form the intersection between engineering, computer vision 

and historical-cultural expertises. The technology supporting 

the mission of the underwater archaeologist actually derives 

from military experience cumulated during the second half 

of the twentieth century. Many scientists devoted their effort 

to develop procedures in order to provide insights about the 

inspected seafloor environments. More in detail engineers fo- 

cused on the implementation of procedures aiming at i) the 

enhancement of the signal to noise ratio of the captured data, 

ii) the generation of large scale overviews of the scene by 

means of mosaicking algorithms and iii) providing further in- 

formation about the seafloor morphology by performing 3D 

reconstruction. 

The pre-processing techniques we come up with are in- 

spired by the schemes proposed and discussed in [3] and [4] 

as far as acoustic sensors are concerned, and in [5] for opti- 

cal sensors. Although a relevant part of the work described 

in this paper has concerned the design and implementation of 

suitable methods for the preliminary enhancement of the raw 

data, in this context major focus has been devoted to the dis- 

cussion of the authors’ approach concerning the main core of 



the scene understanding process and the related data analy- 

sis methods. For further details about the implemented data 

pre-processing procedures the reader may refer to [6]. 

For valuable discussions concerning geometry detection 

issues, the reader is referred to [7] and [8]. On the other hand, 

image classification and segmentation methods are 

thoroughly discussed in [9]. Methods to process the collected 

data for large scale maps generation and 3D reconstruction of 

the seafloor environment can be found in [10] and [11]. 

A relevant byproduct of these processing stages is the 

availability of maps, mosaics, 3D models and more, that may 

be exploited as educational material for dissemination pur- 

poses, as in [12],[13]. To the best of the author’s knowledge a 

few approaches have been devoted to the joint exploitation of 

the huge and heterogeneous amount of information gathered 

during the underwater archaeology mission. 

The remaining sections of this paper will be devoted to 

the discussion of procedures for the manipulation of the gath- 

ered data set to the purpose of building a robust framework for 

object recognition purposes, based on the simultaneous inte- 

gration of multiple layers of information, represented by raw 

data and data processing results. 

 
3. HUNTING FOR REGULARITIES 

The Autonomous Underwater Vehicle is one of the most pop- 

ular platform exploited for oceans’ survey purposes, an un- 

manned robot tool that can be programmed to perform mis- 

sions without the requirement of human supervision. The 

survey platform must be equipped with proper tools in or- der 

to suitably sense the environment. To this aim optical and 

acoustic sensors have been installed aboard the vehicle. The 

selected sensors represent an optimal choice concerning 

mapping purposes, since they feature complementary prop- 

erties in terms of large scale mapping performances (by the 

acoustic sensor, for a starting overview of the scene) and close 

range missions (by optical cameras, for the collection of high 

resolution detailed data). 

Within the framework of the aforementioned research 

projects the crucial goal was to find man made artefacts lo- 

cated within the inspected environmnent. Since manmade 

objects usually exhibit regularity features in their external ap- 

pearance the main approach adopted to the project purposes 

has been to detect salient features concerning meaningful 

regularity of the scene (geometrical regularity, textural reg- 

ularity) and exploit the corresponding descriptor to define 

a label identifying quantitatively the interest ranking of the 

scene. 

 
3.1. Geometrical regularity detection 

As far as the detection of geometrical regularities within the 

inspected environment is concerned, a dedicated procedure 

has been implemented based on a statistical approach. The 

proposed algorithm takes inspiration from the work by [8], 

which is in turn based on the Gestalt principles modeling 

the human perception. Concerning these theories the main 

statement providing inspiration within the circumstances dis- 

cussed in this paper, asserts that there must not be any per- 

ception of “structuredness” in an observation of pure noise. 

Based on that an algorithm has been implemented, designed 

as the cascade of two main steps: a candidate selection fol- 

lowed by a validation step. The candidate selection consists 

of the identification of groups of pixels in the image that, pro- 

vided specific collinearity constraints are fulfilled, can be con- 

sidered as potential structures featuring geometrical regular- 

ities (fragments of lines or ellipses). The selected pixels are 

later fed as input to the validation stage, according to which 

a candidate is considered to be valid if the observation of an 

event as structured as the considered one, is too unlikely to 

take place in a realization of pure noise ([6]). 
 

Fig. 1. Scene attentive analysis based on the geometry de- 

scriptor. 

 

Under these assumptions the geometry detector can be ef- 

ficiently exploited to build an attentive analysis system. Once 

a geometry descriptor has been defined for a map (for exam- 

ple as the average number of the detected curves, each one 

weighted according to their relevance) the evolution of the 

geometry descriptor over time can be considered as the the 

temporal assessment of the scene interest ranking. The men- 

tioned procedure is illustrated in figure 1, where a clear corre- 

lation between the growth of the geometry descriptor and the 

presence of interesting objects can be observed. 

 
3.2. Textural regularity detection 

As mentioned above regularity perceived in the appearance 

of the objects’ surfaces may be exploited to perform a dis- 

crimination and to discern between regions of the collected 

maps belonging to different classes. This can be immediately 

understood considering regions of the seabed that exhibit rec- 

ognizable features such as sweeps of sand ripples. In that case 

it is easy to understand that the peculiar feature of the quasi 

periodical trend of the seabed could be exploited as an iden- 

tifying trait of that region. Based on these considerations a 

procedure for the classification of seafloor areas by means of 

the frequency analysis of the captured maps has been imple- 

mented. In a nutshell the proposed algorithm, which takes 



inspiration from [9], performs an analysis of the frequency 

spectrum of the captured maps. This is done by convolving 

the 2D signal with a set of Gabor wavelet filters, properly 

selected in terms of center frequency and orientation. The 

convolution takes place in a small window centered on each 

pixel in the map and allows to extract a set of filter responses 

that constitutes a descriptive bag of features assigned to that 

pixel. The set of responses describes the frequency signature 

for the corresponding pixel and its neighbourhood, and can 

be exploited for the classification purpose. Indeed every im- 

age pixel is considered for a clustering step, aiming at group- 

ing pixels according to a similarity criterion (for example the 

Eculidean distance minimization in the K-means algorithm) 

applied to the corresponding pixel descriptor, its correspond- 

ing set of Gabor convolution responses. 

 

 

Fig. 2. Classification based on texture analysis. 

 

The clustering step allows to assign a specific category la- 

bel to each pixel, therefore it represents the final stage of a 

region segmentation and classification process. The classifi- 

cation procedure (an example in figure 2) could be further im- 

proved by introducing prior information related to previously 

captured data, that could be exploited to train the segmenta- 

tion algorithm. 

 
4. OVERVIEWS AND PROFILES OF THE 

SEAFLOOR 

 

Although they represent consolidated literature topics, large 

scale map generation and 3D reconstruction methods still de- 

serve emphasis in the scene understanding process, even more so 

when dealing with the issues of underwater environment 

inspection. This is especially true as far as the underwater ar- 

chaeologist demands are pursued, e.g. to be provided with an 

overview of the inspected environment and to have available 

tridimensional information in order to put forward hypothesis 

on the site under exploration. 

 
4.1. Mosaics 

Mosaicking algorithms [11] represent a popular solution to 

the fast degradation of the optical perturbation in the water 

medium. Mosaicking exploits the persistence of spatial key- 

points captured in multiple consecutive maps. 

 

 

Fig. 3. Mosaicking output results on data collected during the 

ARROWS experimental mission in Levanzo Island, Sicily 

(Italy). 

 

 
Given two images of the same scene captured under dif- 

ferent perspectives the algorithm consists in detecting robust 

features (such as SIFT features [14]) and in identifying those 

features that match between the two maps. Given that a suf- 

ficient number of robust matchings is provided, these points 

may be exploited to estimate the geometrical transforma- tion 

that maps one image to the other. Once the maps have been 

transformed to a common projective space they can be 

stitched together to return the final enlarged map (figure 3). 

 
4.2. 3D reconstruction 

3D reconstruction represents a valuable tool towards a com- 

plete understanding of the underwater scenario, both for what 

concerns navigation purposes as well as the correct interpre- 

tation of the inspected site from an historical-archaeological 

perspective. The estimation of the 3D profile can be carried 

out indirectly by processing the individual frames of an op- 

tical video stream. Based on a Structure From Motion [15] 

approach, the 3D reconstruction algorithm starts from a pre- 

liminary processing that shares similarities with the mosaick- 

ing algorithm. Indeed the procedure concerns primarily the 

detection and matchings of salient features detected in multi- 

ple consecutive frames. 



 

 

 
Fig. 4. 3D reconstruction of an amphora wreck by means of 

a Structure from Motion based procedure. 

 

 
Then the main goal is to estimate the projective transform 

that maps points in the space onto different camera planes, ac- 

cording to epipolar geometry constraints [15]. Once the cam- 

era projections are known the 3D coordinates of the points in 

the space can be estimated, resulting in a point cloud (figure 

4) that can be further processed to return a densified mesh 

representing realistically and metrically the surveyed scene. 

 
5. DATA INTEGRATION 

 
So far it has been presented a batch of procedures, each re- 

turning an individual description of the environment and high- 

lighting specific features of the inspected scenario, as they are 

perceived by each individual sensor perspective. To the best 

of the author’s knowledge previous research in this field 

suffered from a scarcity of consideration concerning the im- 

plementation of object recognition procedures based on the 

simultaneous manipulation of the overall available informa- 

tion. Actually every underwater mission deals with the is- sue 

of gathering huge amounts of data, referring to payload data 

together with the vehicle’s attitude data provided by an- 

cillary sensors suites, specifically dedicated to the navigation 

and positioning measurements. This amount of information is 

further enriched by the output results of processing algo- 

 
 

Fig. 5. Multidimensional multisensor data map. 

rithms applied at different levels, for example those described 

in the previous sections. 

In the framework of ARROWS and THESAURUS the 

authors devoted considerable effort to the investigation of 

novel methodologies aiming at the exploitation of the over- 

all amount of gathered data, for object recognition purposes. 

More in detail a multidimensional map consisting of a layered 

structure of raw and processed data has been introduced. A 

point in that map (figure 5) returns all the available informa- 

tion (optical and acoustic backscatter, geometry and texture, 

3D estimated coordinates, etc...) about the corresponding 

point in the tridimensional space. 

A more rigorous framework based on a statistical ap- 

proach is provided in the following. Here it is worth to remind 

the main goal of the underwater survey experience, that is to 

capture meaningful payload data and decide to which one of 

the two possible categories, scene with inter- esting object 

(state 1) or scene without interesting object (state 0), the 

observed state of nature corresponds to. Under these 

assumptions it is possible to reformulate the starting object 

recognition problem within a Bayes decision frame- work, 

where the main goal is to provide an estimate of the posterior 

probability of observing state 1 or state 0, given the 

additional information provided by the measurement of the 

descriptive feature f (e.g. geometry or texture). In the 

proposed frame the main parameters that are supposed as 

known are the prior probabilities of observing state 1 and state 

0 and the two class-conditional probability densities of the 

measured feature, given that the state of nature is known. 

Finally, by inverting the Bayes theorem equality we obtain 

a numerical decision rule that allows to decide which one of 

the two possible states of nature is being observed (figure 6): 

 

state 1 if P (state 1|f ) ≥ P (state 0|f ) o.w. state 0 (1) 

 
6. CONCLUSIONS 

This work consists of a summary description of the authors’ 

research activity concerning underwater scene understanding 

issues, with applications to the mapping and preservation of 

underwater cultural heritage. The discussed topics represent 

cutting edge research that has been, to the best of the authors’ 

knowledge, scarcely considered in the previous scientific lit- 

erature. In particular a set of procedures returning meaningful 

description and valuable details for the understanding of the 

underwater scenario is provided. In addition to popular pro- 

cedures concerning the processing of the data to improve the 

signal to noise ratio, to correct systematic geometry distor- 

tions, generate large overviews of the scene and return esti- 

mated 3D profiles, specific attention has been devoted to the 

implementation of methods for detecting features that carry 

relevant information to the purpose of manmade object detec- 

tion, such as geometry and textural markers. Worthy of note is 



 
 

Fig. 6. Bayesian decision framework for object recognition purposes. 

 

the introduction of a Bayes statistical framework, considered 

as a method to include and integrate the huge amount of cap- 

tured information and the exploitation of such a tool to fulfill 

the identification task of interesting sites in terms of manmade 

artefacts presence. This work has been partially supported by 

the European ARROWS project, that has received fund- ing 

from the EU-FP7 Programme, under grant agreement no. 

308724. 
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