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Executive summary

This final Deliverable of Work Package 3 describes the main achievements obtained during the last reporting
period for all three tasks of the work package (and in part during the second reporting period regarding Task 1.3)
concerning the development of the theoretical foundations of novel, scalable and spatial formal analysis tech-
niques and the underlying theories to support the design of large scale CAS. During the first two reporting
periods of the project a number of innovative analysis techniques have been developed that are highly scalable.
Some of these are based on mean field approximation techniques, others involve statistical model checking and
machine learning techniques. For all these cases additional model reduction techniques have been developed
to further improve scalability of analysis, for example to reduce the number of ordinary differential equations
(ODEs) that need to be solved or the number of populations that need to be considered. For what concerns
spatial verification several spatial and spatio-temporal logics have been developed for which efficient verifica-
tion techniques have been created based on model checking and monitoring techniques. In particular, Spatial
Logic for Closure Spaces (SLCS), based on the formal framework of closure spaces, and Spatial Signal Tem-
poral Logic (SSTL) extending Signal Temporal Logic (STL) with some of the spatial operators from SLCS in
a monitoring setting. Finally, suitable extensions of a software product line engineering (SPLE) approach for
CAS were developed, among which family-based verification of behavioural aspects of CAS.

In the third and final reporting period all these techniques have been further extended and some combined,
implemented and applied to the case studies of the project. Some of the main achievements are: the extension
of the fluid model checking algorithms incorporating various kinds of rewards (or costs); study of the condi-
tions under which continuous time population models can be analysed based on discrete time mean field model
checking techniques; approximation of probabilistic reachability; development of a front-end language for Fly-
Fast to deal with components and predicate-based interaction; extension of SLCS with temporal operators and
with collective operators; combination of statistical and spatio-temporal model checking; application of an
extended version of SLCS on Medical Imaging; combination of SSTL with machine learning; development
of CTMC and ODE based behavioural equivalences for CAS and related minimisation algorithms; definition
of an efficient family-based model checking procedure for SPLE models; development of a tool for quanti-
tative analysis of probabilistic and dynamically reconfigurable SPLE models via statistical model checking;
variability-aware software performance models.

All these developments are briefly described in the three main sections of this deliverable reflecting the
three tasks of Work Package 3.
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1 Introduction

This deliverable reports on results achieved in the final reporting period of all three tasks of Work Package 3. In
particular Task 3.1 “Spatial Stochastic Logics and Scalable Verification”, Task 3.2 “Abstraction Techniques for
Scalability Beyond Population Size” and Task 3.3 “Relating Local and Global System Views with Variability
Analysis”. In addition, in line with the Description of Work, it reports on results of Task 3.1 obtained during
the second reporting period that were not covered in earlier deliverables of the project.

A common objective of all three tasks was to make substantial contributions to the theoretical foundations
of scalable and spatial formal analysis methods that could form the basis for the development of a formal veri-
fication framework for Collective Adaptive Systems (CAS). Mean field and fluid approximation techniques, in
combination with successful formal verification techniques based on logic and process algebras, form a recur-
ring and essential key element in the research of all the tasks of Work Package 3. They have been particularly
useful to overcome the long standing state space explosion problem in formal verification techniques such as
model checking. However, the research presented in this deliverable shows that this idea can be taken much
further.

Where in the previous deliverables fluid model checking and on-the-fly mean field model checking have
been developed for the analysis of local reachability properties of an individual object in the context of one or
more large populations, in this deliverable it is shown how fluid model checking can be extended to address
time-bounded global reachability properties of the system, for example, properties concerning the probability
that the size of a particular population exceeds certain levels within a certain time interval. Moreover, it is
shown how fluid model checking can be extended to deal with various types of reward properties.

The discrete time, probabilistic mean field model checking approach, that led to the open source model
checking tool FlyFast, has been further improved and used for a number of case studies, such as the analysis
of a benchmark gossip protocol, described in Deliverable 5.3, and a bike sharing model, described in Deliver-
able 4.3, where a CaSL model is reduced to a FlyFast model. The latter example is based on a bike sharing
model that was also described in Deliverable 3.1. That example also illustrates that, under some suitable con-
ditions, the discrete time approach can be used to approximate fluid model checking results. As a further
step towards the integration of FlyFast with specification languages based on a predicate-based communication
paradigm, a front-end for the FlyFast modelling language has been developed that incorporates components
and predicate-based communication inspired by the CARMA language that was presented in Deliverable 4.2.

Fluid approximation techniques play also a key role in the development of model reduction. In particular
the full characterisation of equivalence relations for Ordinary Differential Equations has been addressed. These
relations were in part developed during the previous reporting periods, but have now been refined, and efficient,
fully automatic minimisation techniques have been developed that can be used in a much more general setting.
Such model reduction techniques, that go beyond fluid approximation, are important because they enable the
analysis of models of a size that was impossible to handle with existing methods. Furthermore, these equiva-
lences offer possibilities for symbolic computation. This leads, for example, to very efficient methods for the
analysis of models with one or more parameter variables.

Mean field and fluid approximation techniques have also led to interesting contributions in the area of
software product lines and variability analysis where symbolic solutions have been developed that allow for the
efficient analysis of complete families of large scale systems at once.

However, mean field and fluid approximation techniques are not suitable for the analysis of all large scale
CAS. This is for example the case in systems that involve uncertain parameter values, which occurs frequently
in performance analysis. Exploiting a technique involving simulation-based model checking has shown to be a
promising solution in such cases. This technique, also known as smoothed model checking, exploits properties
of Gaussian processes to verify properties of models with several parameters.

In the context of Software Product Lines (SPL) and variability analysis, the large scale of the models is
not always due to the presence of large populations, but rather to the large number of combinations of possible
features that are present in families of products. To address such problems, a family-based approach to model
checking has been pursued. In particular, an Eclipse-based tool for the quantitative feature-oriented language
QFlan, introduced during the second reporting period, has been developed, using statistical model checking, to
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address properties such as quality of service, reliability, or performance of dynamically reconfigurable product
lines.

Finally, in the previous reporting periods several spatial and spatio-temporal logics have been proposed and
efficient related model checking and monitoring algorithms have been developed. In the third reporting period
this work has proceeded by developing novel spatial logic operators on one hand, and by the development of
more efficient prototypes. Some of these have been made available as an Eclipse plug-in and their front-end
made compatible with the CARMA language. Others have been developed as a stand-alone model checker
and have been shown to be applicable not only to CAS but also to unforeseen areas such as medical imaging.
Spatio-temporal model checking has also been combined with statistical model checking exploiting a feature
of the MultiVeStA tool to analyse a property on all points in space simultaneously for each simulation run,
making it feasible to apply stochastic spatio-temporal model checking on large CAS such as a bike sharing
system of the size of that of London. Furthermore, such model checking and monitoring algorithms have been
used to verify emergent spatio-temporal logic properties of systems modelled as reaction-diffusion systems as
illustrated on a well-known example of Turing’s work on morphogenesis.

We present the results in more detail in the following sections, one for each of the three tasks of the work
package. Each section first briefly recalls the relevant previous results obtained and the objectives for the current
reporting period after which the new results are presented organised by topic.

This deliverable reports on 40 publications (of which 2 submitted) of Work Package 3. Of these, 33 ap-
peared during the final reporting period and 7 during the second reporting period. The latter are related to the
second phase of Task 3.1 and were not yet described in previous deliverables of this work package. The publi-
cations are more or less evenly distributed over the three tasks. There were 15 joint publications with authors
from two or more project partners.

The structure of the Deliverable follows the division of Work Package 3 in the three tasks. Section[2]presents
an overview of the achievements in the context of Task 3.1 on spatial and scalable verification. Section [3|
discusses the results on abstraction techniques and model reduction, and Section [ presents results obtained
on variability analysis for CAS. Section [5] presents the conclusions, listing the main achievements, the relation
to other work packages of the project and provides a brief foresight on future work. Finally, three lists of
references are presented: one list with the publications for Work Package 3 that appeared during the final
reporting period; one list with publications related to Task 3.1 that appeared in the second reporting period and
a list with earlier or related publications.
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2 Scalable and Spatio-temporal Model Checking

2.1 Background

Scalable and spatio-temporal model checking has been one of the three main research themes of WP3 and
has been developed in the context of Task 3.1 throughout the project duration. We briefly recall the main
results from previous periods and provide an update on their finalisation and site of publication during the
last reporting period. Publications that appeared during the last reporting period, or that have not yet been
addressed in previous deliverables, relevant to this section are: [19, 22} |20} |10} |18}, |36, 39]] on spatio-temporal
model checking for closure spaces, [40, 34, 2] on Spatial Signal Temporal Logic and [35} |37} 38, |21} |48, |13,
35]] on scalable model checking techniques.

Spatio-temporal logics for closure spaces. 7Topological spaces, possibly enriched with metrics, or other
spatial features (see [56]), are in many cases the mathematical structure of choice for the interpretation of spatial
logics. The use of abstract structures has the advantage to separate logical operators, such as neighbourhood,
from the specific nature of space (e.g., the number of dimensions, or the presence or absence of metric features,
etc.). In [[83]], closure spaces, which generalise topological spaces, are proposed as a unifying approach treating
both topological spaces and discrete structures such as graphs in a satisfactory way, including those identified
as relevant to CAS in the deliverables of WP2. Finite spaces and graphs are subclasses of closure spaces —
technically, they belong to the class of quasi discrete closure spaces — and the graph-theoretical notion of
neighbourhood coincides with the notion of neighbourhood defined in the context of closure spaces.

Following up on the work by Galton and that of Smyth and Webster [115]], in [68] Ciancia et al. proposed
the logic Spatial Logic for Closure Spaces (SLCS), extending the topological semantics of modal logics to clo-
sure spaces. This framework provides a set of useful basic abstract spatial operators (closure, interior, boundary
and others) that provide a structured way to define higher level spatial logical operators. In particular, SLCS
is equipped with two spatial operators: a “one step” modality, called “near” and denoted by .4/, turning the
closure operator ¢ into a logical operator, and a binary spatial until (or surrounded) operator ., which is a
spatial counterpart of the temporal unti operator. A point x satisfies formula .4 if x is an element of the
closure of the set of points satisfying ¢. For formulas of the form ¢;.¢,, the basic idea is that point x satisfies
1.7 ¢, whenever there is “no way out” from ¢; except passing by a point that satisfies ¢,. Moreover, the ab-
stract spatial operators are suitable for the development of efficient spatial and (branching time) spatio-temporal
model-checking algorithms in which these same closure space based operators play a role as well. Furthermore,
metrics and distance functions can be added in an orthogonal way providing further spatial richness. We refer
to Deliverable 2.1, Deliverable 3.1 and Internal Report 3.1 for a more detailed introduction to the theoretical
background on the approach. Follow-up work on this line of research, performed in the last reporting period, is
described in Section

Spatial Signal Temporal Logic. Signal Spatio-Temporal Logic (SSTL) is an extension of Signal Temporal
Logic [81}, |103] with two spatial modalities. The first one, the bounded somewhere operator <y, ) is taken
from [106], while the second one, the bounded surround operator .#},,, ., is inspired by SLCS [68]. The
logic comes with a boolean and quantitative semantics which can be found in [[106, 40]. The boolean semantics
defines when a formula is satisfied, the quantitative semantics provides an indication of the robustness with
which a formula is satisfied [46, 34], i.e. how susceptible it is to changing its truth value for example as a result
of a perturbation in the signals.

SSTL is interpreted on spatio-temporal, real-valued signals. Space is discrete and described by a weighted
graph G = (L, E,w), while the time domain T will usually be the real-valued interval [0, 7], for some T > 0. A
spatio-temporal trace is a function x : T x L — D, where ID C R" is the codomain of the trace. As for temporal
traces, we write X(¢,£) = (x1(¢,£),--- ,x,(¢,¢)) € D, where each x; : T x L — ID;, for i = 1,....,n, is the projection
on the i’ coordinate/variable.

IStrictly speaking, the unless operator.
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Spatio-temporal traces can be obtained by simulating a stochastic model or a deterministic model, i.e. spec-
ified by a set of differential equations. In [[106] the framework of patch-based population models is discussed,
which generalise population models and are a natural setting from which both stochastic and deterministic
spatio-temporal traces of the considered type emerge. An alternative source of traces are measurements of real
systems.

Spatio-temporal traces are converted into spatio-temporal boolean or quantitative signals. Similarly to the
case of STL, each atomic predicate i is of the form u;(xi,...,x,) = (fj(x1,...,x,) > 0), for f; : D — R.
Each atomic proposition gives rise to a spatio-temporal signal. In the boolean case, one may define function
sj: T x L — B; given a trace X, this gives rise to the boolean signal s;(z,¢) = p;(x(¢,£)) by point-wise lifting.
Similarly, a quantitative signal is obtained as the real-valued function s; : T x L — R, with 5;(t,£) = f;(x(¢,¢)).
When the space L is finite a spatio-temporal signal can be presented as a finite collection of temporal signals.
Follow-up work on this research performed in the last reporting period is described in Section [2.4]

Scalable verification. Fluid flow approximation has shown to be a very successful approach to analyse prop-
erties of large population models in an efficient and scalable way. A brief introduction to this approach can be
found in Deliverable 3.1. The idea to combine a fluid flow approach with model checking in order to verify
properties of a single object in the context of a large population has first been described in [60], leading to Fluid
Model Checking. This work has been completed with a detailed description of global fluid model checking
algorithms and correctness proofs in the context of a CSL based logic and CTMC based population models and
is now published in [35].

A different approach has been followed in the development of an on-the-fly approximated mean field model
checking technique. Its foundations have been developed during the first year of the project (see the overview
in Deliverable 3.1). In this approach we consider a model for interacting objects, where the evolution of
each object is given by a finite state discrete time Markov chain (DTMC). A simple language for system
specifications has been provided where the behaviour of a generic object of a system can be defined by means
of two sets of defining equations, namely state definitions and action probability function definitions. These
probabilities may depend on the global occupancy measure of the population model. Properties of a single
object can be specified as bounded PCTL formulas. Also this work has been completed with efficient on-the-
fly model checking algorithms and correctness proofs and has been published in [37]]. The algorithm has been
implemented in the prototype mean field model checker FlyFast, that was described in Deliverable 5.2. The
implementation of FlyFast is based on the efficient on-the-fly probabilistic model checking approach described
in [99]]. FlyFast has been applied to various case studies, among which an extended bike sharing model [48],
that was briefly discussed in Deliverable 3.2.

Section [2.5]describes further work on scalable verification performed during the last reporting period.

2.2 Objectives for the Reporting Period

There were several objectives for the work on scalable spatial and fluid/mean model checking. We briefly recall
the objectives from the Description of Work and from Deliverables 3.1, 3.2 and the Internal Report 3.1 for this
last reporting period concerning this topic.

e Development of scalable spatial and spatio-temporal model checking techniques that can be used in
combination with mean field based analysis of large collective adaptive systems, but also to analyse
snap-shot based spatial simulation traces (see Sect. [2.3).

o In spatial model checking it may be important to be able to specify spatial properties concerning groups
of points in space rather than of individual points. For example, the property that agents associated to
points in space are able to connect to one another and act as a group, or that they are located all together
in a protected environment, or that they can share part of the same route to reach a common exit or
goal. In all such situations, it is important to be able to predicate over spatial aspects, and possibly find
methods to certify that a given collective adaptive system satisfies specific requirements in this respect

(see Sect.[2.3).
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d = T [TRUE]
| p [ATOMIC PREDICATE]
| -® [NoT]
| ®vd [OR]
| AP [NEAR]
| @®.® [SURROUNDED]
| Ao [ALL FUTURES]
| Eo¢ [SOME FUTURE]
o = 2o [NEXT]

| ®% P [UNTIL]

Figure 1: STLCS syntax

e Although the spatio-temporal model checking algorithms do work fine, there is much scope for further
optimisations that are specific of spatial models, for example exploiting notions of spatial bisimulation
and spatial aggregation to reduce the size of the space that needs to be verified (see Sect.[3.3).

e Further work on robustness analysis for SSTL including the development of prototype tools for spatio-
temporal model checking and monitoring making the approach more widely available for application on
CAS (see Sect.[2.4).

e Further work is foreseen in linking the model checking techniques to the modelling language CARMA
developed in the context of WP4 and on extensions of the logic implemented in FlyFast (see Sect. [2.3).

2.3 Achievements Concerning Spatio-temporal Model Checking

Spatio-temporal model checking for closure spaces. We have investigated a combination of the temporal
logic Computation Tree Logic (CTL) with SLCS, resulting in the Spatio-Temporal Logic of Closure Spaces
(STLCS). In STLCS spatial and temporal fragments may be mutually nested. STLCS is interpreted on a vari-
ant of Kripke models, where valuations are interpreted at points of a closure space. Fix a set AP of proposition
letters. STLCS formulas are defined by the grammar shown in Fig. [I] where p ranges over AP. The logic fea-
tures the CTL path quantifiers A (“for all paths”), and E (“there exists a path”). As in CTL, such quantifiers must
necessarily be followed by one of the path-specific temporal operators, such a Z P (“next”), FP (“eventu-
ally”), G® (“globally”), @ % P, (“until”), but unlike CTL, in this case ®, ®; and P, are STLCS formulas that
may make use of spatial operators ‘near’ (.4"), ‘surrounded’ (.¥’) and operators derived thereof (see Internal
Report 3.1 for further details and examples).

A model checking algorithm for STLCS has been defined in [[18]], which is a variant of the classical CTL
labelling algorithm [69, |44], augmented with the algorithm in [68]] for the spatial fragment. The algorithm,
which operates on finite spaces, has been implemented as a prototype [[85[], which is described in [[18]]. The
same algorithm is also implemented in the tool topochecker [[66].

The tool has been applied (in its various implemented versions) on two case studies of the project. In [17]],
which extends the work in [[67]], further properties of vehicular movement in public transport systems have
been analysed. In particular a phenomenon known as clumping has been addressed. Clumping (also known as
platooning) may occur in so-called “frequent” services — those where a timetable is not published. Clumping
occurs where one bus catches up with — or at least comes too close to — the bus which is in front of it. In
the absence of a published timetable for frequent services the important performance metric to consider is not
timetable adherence but headway, a measure of the separation between subsequent buses. This separation can
be defined both in terms of distance between buses on the same route or in terms of the time between two buses

2Some operators may be derived from others; for this reason in Fig. we use a minimal set of connectives. As usual in logics, there
are several different choices for such a set.
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Figure 2: (left) Cycling duration histograms (Data) in London, using 831,754 trip records in October 2012,
and results of simulation of the uniform model (magenta lines) and the flow model (orange lines). Maintenance
trips are not considered. (right) Stations of state 80 of the simulation that are on the boundary of the region of
points that will eventually become a full station cluster (green), and stations that, whenever they are full, stay
full until the end of the simulation trace and become part of a cluster (red).

on the same route passing by the same bus stop. These two different notions of clumping can be characterised
formally using STLCS on a time series of street map images on which the bus positions are projected. In [36]
STLCS was used to check spatio-temporal properties of bike sharing systems. In particular, in [36] spatio-
temporal model checking has been used to detect the emergent formation of ‘clusters’ of full (and empty)
stations in the simulation traces of a Markov Renewal Process (MRP) model of large bike sharing systems [39]],
e.g. as large as the one in London. The MRP model describes the dynamics of a population of agents, mod-
elling bike sharing users, coupled with the dynamics of bicycle stations located in a two-dimensional rectangle
representing a city. Agent behaviour has been modelled based on basic human factors such as mean walking
and biking speed, but also integrating simple decision models that define the area in which a users looks for a
suitable parking place close to its selected destination. The model covers all parts of a bike sharing trip, namely
both the parts on foot and those by bike.

Interestingly, the simulation traces of the MRP model show a good correspondence with observed cycling
times in the real system (see Fig.[2). As in the real data, the cycling time distribution observed in the model
shows an unexpected feature, namely the tail of the distribution is algebraic. This indicates that there are
relatively many cases in which bike users return their bikes after much longer time than could be expected
given the 30 minutes free allowance, and do so in a sort of ‘accidental’ or ‘unforeseen’ way. The hypothesis is
that these late returns could be explained by the problems that users experience in returning their bikes when
no parking places are available close to their desired destination. A model in which users are moving randomly
from one place to another, using the bike sharing system, but always with the aim to return their bike within 30
minutes to a station, shows much fewer users with a late return. However, to reproduce the heavier algebraic
tail it turned out to be sufficient to increase congestion in the bike sharing system by introducing flows of
commuters that need to be in a populated place at a certain time. Using spatio-temporal model checking it
was shown that the introduction of the flows also leads to the emergence of clusters of full stations which are
a plausible explanation for later-than-expected returns. Clusters were not detected in traces obtained from the
random model without commuter flows (i.e. with only agents moving randomly from some origin to some
destination).

A tutorial introduction to the theory of closure spaces, spatial and spatio-temporal logics and additional
examples was presented at the 16th International School on Formal Methods for the Design of Computer,
Communication and Software Systems: Quantitative Evaluation of Collective Adaptive Systems school in
Bertinoro and can be found in [20].
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Figure 3: (left) Collaboration in the tool-chain used for statistical spatio-temporal model checking. (right)
Probability that a user intending to park her bike in a station finds it full and cannot find a parking place within
three consecutive attempts in neighbouring stations for a artificial pattern of bikes request and return (see [22]
for further details).

Combining statistical and spatio-temporal model checking. The stochastic simulator for the MRP BSS
model, briefly discussed above, has in turn been combined with both the spatio-temporal model checker
topochecker and the tool MultiVeStA [114 The latter is a tool for distributed statistical model checking
and can be easily integrated with any existing discrete event simulator, or formalism that provides probabilistic
simulation. In [22] we have used MultiVeStA to estimate quantitative spatio-temporal properties of bike sharing
systems. The methodology aims to estimate the likelihood, at each point of space, that a given formula (with
boolean valuation) is true, with a user-specified global confidence interval — that is, the same interval is used
for all points. In this way, a heat-map is produced that associates to each point of space a probability value.
The approach exploits the “multi” in MultiVeStA, by reusing the same simulation trace for each point of
the space, resulting in a large number of random variables — one for each point of space and formula — being
analysed at once. The resulting collaboration pattern is depicted in Figure 3] We remark that the total execution
time for all the properties we consider is in the order of around five hours on a standard laptop; this hints at the
importance of observing multiple points at the same time (exploiting the specific capabilities of MultiVeStA);
the size of the considered space is 722 points and involving 2400 agents (of which 2000 modelling commuters)
reflecting a BSS of the size of that of London. Running the statistical model checking sequentially for each point
in space would multiply the execution times accordingly, changing the approach from “feasible” to “infeasible”.

Additional spatial operators. In [19] the spatial logic SLCS has been consolidated and extended with a
further operator, &, capturing the notion of spatial propagation; intuitively the formula ¢ &7 y describes a
situation in which the points satisfying ¥ can be reached by paths rooted in points satisfying ¢ and, for the rest,
composed only of points satisfying y. Furthermore the logic has been extended with operators for collective
properties, namely properties which are satisfied by connected sets of points, rather than points in isolation. The
formal semantics of the extended logic—CSLCS, Collective SLCS—are provided in the form of a satisfiability
relation defined using the notion of infinite path in closure spaces. The model-checking algorithms for spatial
model checking have been extended in order to treat the newly introduced operators and related correctness
proofs have been provided. The algorithms have been applied to various examples from the domain of collective
adaptive systems, among which emergency egress [[19]], using a prototype implementation of the spatial model-
checker.

The satisfaction relation of the logic for each collective formula y is given in the form .#,A |=¢ v, where
A is a closure model, and A C X is a set of points.

Definition 2.1. Given a model # = ((X,%),7)), and A C X, collective satisfaction |=c is given by the
inductive definition below, where |= is the individual satisfaction relation:

3 Available athttp: //sysma.imtlucca.it/tools/multivesta/
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Let ¢ be an individual formula, and y a collective formula. Informally, ¢ —< y (read: ¢ share y) is
satisfied by set A when the subset of points of A satisfying the individual property ¢ also satisfies the collective
property Y. Formula ¢ ¢ holds on set A when its elements belong to a group, that is, a possibly larger, path-
connected set of points, all satisfying the individual formula ¢. The definition of ¢ requires the existence of a
set B which is possibly larger than A. The intuition is that the elements of A are part of a larger “collective”,
consisting of elements satisfying ¢.

We considered variants of connectedness as the most basic forms of collective and spatial property. In
particular, we used path-connectedness, in line with the path-based interpretation of SLCS provided in [19].
Connectedness is “collective” in the sense that it is not merely determined by a property of the singletons
composing a set, and it is not even preserved in subsets of a connected set. On the other hand, even though
one could imagine all sorts of collective predicates on a model, we focussed on (path-)connectedness, as it is
completely determined by the structure of a closure space. For this reason, we considered it a fundamental
collective property, deserving special treatment in the field of spatial logics, akin to the notion of transition in
models of modal logics. Due to the restrictions that we introduced (mainly the strict layering of the collective
and individual fragments) the logic CSLCS can be automatically verified at a computational cost which is
comparable to that of SLCS. Using CSLCS one is able to check that given individuals lie in the same area of
space, and they share specific properties. Informally (and depending on the chosen closure model), this idea
can be interpreted, for example, as: the fact that certain individuals are able to connect and act as a group; that
they may follow the same route to reach a goal; that they are located all together in a protected environment;
etc.

Consider as an example the maze in The three blue circles in the maze can all reach an exit;
however, they cannot “collectively” do so, as they cannot join and get out through the same exit. In
on the other hand, the two blue circles can get out through the same exit. The formula blue —< (4 ((blue
white) 7 green)) returns false in the first model, and frue in the second one. The given formula, which is
interpreted globally, asserts that all the blue points are part of a strongly connected component of points that
can reach the (green) exit passing by points that are either blue or white.
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Spatial operators for Medical Imaging. An unexpected innovation developed in the project is the applica-
tion of spatial model checking in a completely different domain, namely that of Medical Imaging (MI). In [[10]
two kinds of additional operators have been proposed and experimented with: distance operators and texture
operators. In MI many images are produced with magnetic resonance techniques producing 3D discrete images
composed of so-called voxels, i.e. 3D volume pixels. The reference distance between two voxels is the Eu-
clidean distance. Two different distance transform operators have been added to the set of spatial operators of
STLCS: an error-free linear algorithm for Euclidean distance in regular grids based on Maurer et al. [[104] and
a distance transform based on a modified Dijkstra’s shortest path algorithm [84] that can be used on general
weighted graphs. Informally, given the set of points in an image that satisfy a property ¢, the distance transform
globally computes the distance, for any point in the space, to the nearest point x that satisfies ¢. Texture anal-
ysis (TA) operators are designed for finding and analysing patterns in medical images, including some that are
imperceptible to the human visual system. Patterns in images are entities characterised by brightness, colour,
shape, size, etc. In TA, image textures are usually characterised by estimating some descriptors in terms of
quantitative features. Typically, such features fall into three general categories: syntactic, statistical, and spec-
tral. Combining texture and distance operators with SLCS a very interesting flexible, concise, unambiguous and
modular logical language emerges for the composition of medical image analysis strategies providing analysts
with much more freedom to formulate new strategies and exchange and discuss them with their colleagues.

First experiments with the extended spatial model checker shows promising results for example in iden-
tifying the different textures of a tumor and close oedema as shown in Fig.[6] Such distinctions are of great
importance in the preparation of, for example, radiotherapy or surgery.

Figure 6: (left) A slice of a FLAIR MR acquisition of a brain affected by a glioblastoma. (right) Final result
of application of threshold, distance, and the texture operator. The yellow area is the identified oedema; the
orange area is the tumor (case courtesy of A.Prof Frank Gaillard, Radiopaedia.org, rID: 5292).

2.4 Achievements Concerning Spatio-temporal Monitoring

Signal Spatio-Temporal Logic (SSTL) is an extension of Signal Temporal Logic [[81, |103[] with two spatial
modalities. We briefly recall the syntax of the Spatial Signal Temporal Logic (SSTL) which is given by

O:=U| Q| OAG | Q1 U 1] P2 | P o) @ | 1T 0] P2

Atomic predicates, boolean operators, and the until operator %, ;,| are those of STL. The spatial operators are
the somewhere operator, <, ., and the bounded surround operator .#},,, ,,,, where [wi,wp] is a closed real
interval with wy < wy.

As briefly anticipated in Deliverable 7.2 and further developed in [40] and in Internal Report 3.1, SSTL
can be used to identify the formation of patterns in a reaction-diffusion system, an example of which is shown
in Fig. /| In particular, in [40] the logic has been used to identify more or less circular ‘spots’ of a specified
dimension. To identify the insurgence time of the pattern and whether it remains stable over time the spatial
property has been combined with temporal operators of the logic.

QUANTICOL 11 March 30, 2017



Spatial Verification and Model Reduction (Revision: 1.0; March 30, 2017) March 30, 2017

w wr

o N O

o i F i
t=0 t=5 t=7 t=10 t=20

Figure 7: Value of x4 for the Turing system in for t =0,5,7,12,20,50 time units with parameters K =
32,Ri=1,Ry =—12,R3 = —1,R4 = 16,D1 = 5.6 and D, = 25.5. The initial condition has been set randomly.
The colour map for the concentration is specified in the legend on the right.
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Figure 8: Validity of formula (2) with parameters 4 = 0.5, Tpagern = 19,8 = 1, Teng = 30, w; = 1,w = 6 for (b),
(c) and wp = 4 for (d). (a) Concentration of A at time t = 50; (b) (d) Boolean semantics of the property @pattern:
the cells (locations) that satisfy the formula are in red, the others are in blue; (c) Quantitative semantics of the
property @paiern; The value of the robustness is given by a colour map as specified in the legend on the right of
figure (c).

Spots with a low concentration of species A can be identified by points in space satisfying the following
SSTL formula where x* denotes the concentration of species A:

(PSpot = (J‘A < h)%wl,wz] (x4 > h)- (1

The use of distance bounds w; and w, in the surround operator allows one to constrain the size/diameter of
the spot to [wy,w,]. To identify the insurgence time of the pattern and whether it remains stable over time the
spatial property needs to be combined with temporal operators in the following way:

‘Ppattern = <g‘[Tpamem -,Tpattem + 6} g[oa Tend} ((PSpOt) ’ (2)

@pattern Means that eventually (%) at a time between Tpaern and Tpattern + 0 the property spot becomes true and
remains true (%) for at least T,pq time units. Fig. @b) shows the validity of the property @pawern in each cell
(i,]) € L, for both the boolean and the quantitative semantics.

The qualitative and quantitative monitoring algorithms for SSTL has been implemented in a prototype tool
developed in Java. It consists of a Java library (jJSSTL API) and a front-end, integrated in ECLIPSE. Both
the library and the ECLIPSE plugin are available from http://quanticol.sourceforge.net/. The source
code is available from http://bitbucket.org/LauraNenzi/jsstl. The library can be used to integrate
JSSTL within other applications and tools, whereas the ECLIPSE plugin provides a user friendly interface to
the tool. Furthermore, the modular approach of the implementation allows one to develop different front-ends
for jSSTL. A more detailed description of jSSTL can be found in Deliverable 5.3.

In [2]}, the authors combined SSTL with recent machine learning approaches to verification and synthe-
sis 34]], to analyse the robustness of stochastic spatio-temporal models and to design specific behaviours.
The idea is to extend the semantics of SSTL to stochastic systems along the lines of [46| 34]], by considering
either the probability with which a formula is satisfied by a stochastic model, for the qualitative semantics,
or the distribution of the robustness score, for the quantitative one. This allows one to combine SSTL with
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statistical model checking tools. In particular, in [2] the authors consider a model of developmental biology, the
french flag pattern formation, in which the spatial gradient of the Bicoid protein is responsible for the horizontal
segmentation of the Drosophila embryo. Two different kinds of analysis are discussed in [2]]

1. The robustness of the property encoding the french flag property (i.e. a decaying concentration of the sig-
nalling protein along the horizontal axis, identifying three regions, of high, medium and low expression),
is studied with respect to the model parameters. To this end, the authors exploit a novel method, smoothed
model checking [13]], which allows for the statistical reconstruction of the satisfaction probability as a
function of model parameters;

2. The model is optimally designed in order to maximise the robustness of the SSTL behavioral specifica-
tion. The authors here use the statistical system design approach presented in [46||34]], which leverages a
recent provably convergent Bayesian optimisation algorithm.

Moreover, the Java implementation of SSTL has been integrated in the tool U-check [[62]], which implements
these novel statistical verification techniques. Examples of the application of j]SSTL on the case studies of the
project are provided in Deliverable 4.3.

A further extension of Signal Spatio-Temporal Logic is presented in [29]]. This new spatio-temporal logic,
called Three-Valued Spatio-Temporal Logic (TSTL), is a logic provided with a three-valued semantics that
widens the analysis of properties of stochastic spatio-temporal systems. Starting from the estimation of satisfac-
tion probabilities of given logical formulas, this extension allows us to verify properties of the spatio-temporal
evolution of these estimated values. The additional layer of analysis embeds the uncertainty intrinsically related
with these estimations, usually evaluated through simulation-based statistical methods.

2.5 Achievements Concerning Scalable Verification

Fluid Model Checking. The work on Fluid Model Checking has been extended to consider checking of
properties, of individual agents, which incorporate rewards [[12]. The algorithms and the convergence results
have been presented, and the approach has been applied to a bike sharing example. In particular, individual
agent models have been extended with reward structures which may be comprised of a state reward function
and a transition reward function. The first function gives the non-negative reward of spending one time unit in
any state, while the second encodes the non-negative reward for taking a certain transition. Four kinds of reward
expressions have been considered: cumulative rewards up to time 7'; instantaneous rewards at time 7'; steady
state rewards and bounded reachability rewards. These reward properties have been added to the time-bounded
fragment of CSL. For each type of reward property a global model checking algorithm has been provided and a
convergence theorem has been proved. The latter shows that in the limit of the population size N, the obtained
reward in the full model is equal, with probability 1, to that obtained with the fluid approximation of the model.

An example of the use of rewards in bike sharing is to model user dissatisfaction. Dissatisfaction with the
service, is incurred whenever the member is not able to obtain a bike (‘fail acquire’) or return (‘fail return’) a
bike on the first attempt. This is captured by the reward structure with a transition reward equal to d for the
actions ‘fail acquire’ and ‘fail return’. The reward is set 10 times higher if the user fails to acquire or return the
bike a second time. The instantaneous value of the reward will give the expected level of dissatisfaction of the
member, which can be required to be below a certain threshold r. The performance of the algorithms have been
compared with that of statistical model checking, and the fluid model checking approach has been shown to
take times three orders of magnitude smaller for the examples considered. Moreover the checking time, in the
case of fluid approximation, is independent of the size of the population, although the performance is sensitive
to the time bounds considered in the property. The quality of the approximation has been shown to be good,
but also dependent on the kind of property considered. For further details we refer to [[12].

Mean Field Model Checking. In [38] it is shown that, under suitable convergence and scaling conditions,
fluid model checking of bounded CSL formulas on selected individuals in a continuous large population model
can be approximated by checking equivalent bounded PCTL formulas on corresponding objects in a discrete
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Figure 9: States and transitions of a single member in the bike sharing system (left). Comparison of the fluid
approximation solution z(z) with the statistical estimation (5000 runs) of the state probabilities for Z(V)(¢).
Parameters are N = 300, § = 150, B = 100, kacq = 0.25, kacq2 = 2, kret = 1, kreta = 2, kyej = 0.005, A = 0.05,
q=0.1,X,(0) =N, X;(0) =0, for i # a.

time, clock-synchronous Markov population model, using an on-the-fly mean field approach. The proposed
technique is applied to a benchmark epidemic model and a client-server case study showing promising results
also for the challenging case of nested formulas with time dependent truth values. The on-the-fly results ob-
tained with the prototype mean field model checker FlyFast are compared to those obtained via global fluid
model checking [35] and statistical model-checking approaches.

During the third reporting period FlyFast has been further improved and applied on various case studies,
including the benchmark applications regarding a computer worm epidemic, a client-server system [38]] and a
push-pull gossip protocol [26]. The latter is described in more detail in Deliverable 5.3 illustrating the use of
the FlyFast model checker. In Deliverable 4.3 FlyFast has been used in combination with CaSL to illustrate the
modelling and mean field model checking of properties of a bike sharing system.

Furthermore, the FlyFast front-end modelling language has been extended in order to deal with components
and predicate-based interaction [21]]. This extension has been inspired by CARMA [59,|102]] (see Deliverable
4.2 and Deliverable 4.3). Components are expressed as process-store pairs; actions are predicate based multi-
cast output and input primitives. Associated to each action there is also an (atomic) probabilistic store-update.
For instance, assume components have an attribute named loc which takes values in the set of points of a space
type. The following action models a multi—casﬂ via channel o to all components in the same location as the
sender, making it change location randomly: a*[loc = my.loc|(){loc +- randomLoc(loc)}. Here randomLoc is
assumed to be a random generator of points in the space. The computational model is clock-synchronous (as in
FlyFast,) but at the component level. In addition, each component is equipped with a local outbox. The effect
of an output action a*[x,]() o is to deliver output label a() to the local outbox, together with the predicate ,,
which receiver components will be required to satisfy, as well as the current store 7y of the component executing
the action; the current store is updated according to update . Note that output actions are non-blocking and
that successive output actions of the same component rewrite its outbox. An input action a*[7]()o by a
component will be executed with a probability which is proportional to the fraction of all those components
whose outboxes currently contain the label o (), a predicate m, which is satisfied by the component, and a store
¥ which satisfies in turn predicate 7. If such a fraction is zero, then the input action will not take place (input is
blocking), otherwise the action takes place, the store of the component is updated via o, and its outbox cleared.
Thus, as in the original FlyFast language, component interaction is probabilistic, but now the fraction of the
components satisfying the relevant predicates plays a role in the computation of transition probabilities. The
formal probabilistic semantics of the extended language has been provided and a translation to the original
FlyFast language which makes the model-checker support the extended language. The translation has been
proven correct.

4Multi-cast interaction is denoted using the _* notation, as in CARMA.
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Model Checking Linear Noise Approximations. In [[11] we considered how to exploit stochastic approxi-
mation to model check time-bounded global reachability properties of a Markov population model, described
in the biochemical reaction style. Global reachability properties are at the heart of verification algorithms for
many formal specification languages, including the temporal logics CSL and LTL and deterministic automata.
The idea in this paper is to approximate the population model by a continuous state space stochastic process by
means of the Linear Noise Approximation (LNA). In this way we obtain a Gaussian process which approximates
the population model [[123]]. This approximation is efficient when we are interested in the single time marginal
distributions, as they are Gaussian and can be obtained by solving a set of ODEs for the mean and the covari-
ances. This was exploited in [[58]] to obtain an efficient verification procedure for special classes of local to
global properties which look at a fraction of individuals satisfying a local specification. These ideas, however,
do not work for global reachability properties, which are genuine path properties, and require knowledge about
the probability distribution over paths. In theory, LNA defines a path distribution over cadlag functions from
time to the continuous state space, but computing this distribution is a challenging task, as the process is in
continuous space.

The breakthrough of [[11]] is to observe that we can leverage special properties of Gaussian Processes to con-
struct an efficient discretisation in space and time of the continuous process, which can be solved efficiently by
standard algorithms for Discrete Time Markov Chains (DTMC). We consider polytope regions specified by a set
of k linear inequalities, with k small (typically equal to 1 or 2 in practical applications), and use these inequal-
ities to construct a linear projection. Applying the projection to the Gaussian Process (GP) obtained by LNA,
we still get a smaller Gaussian process, typically one or two dimensional, yet depending on the time-dependent
average and covariance of the initial process. The next step consists in identifying a suitable discretisation of
time, by fixing a step-size h, and to compute the time-dependent transition kernel of the discrete-time Markov
process obtained from the original GP. This can be done efficiently as the solution of a set of suitably derived
differential equations, see [11]] for mathematical details. Finally, space is also discretised, computing the tran-
sition probability matrix of the final DTMC by averaging the kernel for each pair of discrete states. Once the
discretisation is constructed, it can be used to compute global reachability properties by standard DTMC algo-
rithms. In [[11], we report results on a few examples taken from computational systems biology, showing good
accuracy and a considerable computational gain.

As a small illustration of the method, assuming that we have a population called Lp3, one can express the
global property that “the average probability over the first 10 seconds that the population size of L3p exceeds
40 is 0.3” as follows:

P-03[Lp3,[40,%][,10]

We also prove the asymptotic correctness of the method, combining linear noise convergence with conver-
gence results for the discretisation steps.

Statistical Model Checking of Uncertain Systems. In [13]], we focus our attention on statistical methods for
model checking, which are generally much more scalable than standard numerical methods. Statistical Model
Checking (SMC [97])) is a randomized algorithm which leverages the possibility of drawing a large number of
samples from generative models such as Markov Chains. By repeatedly drawing independent samples (runs/
trajectories) from the model the satisfaction probabilities of linear time properties are estimated as averages of
satisfactions on individual runs; by the law of large numbers, these averages will converge to the true prob-
ability in the limit when the sample size becomes large, and general asymptotic results permit us to bound
(probabilistically) the estimation error.

Both analytical and statistical tools for model checking however start from the premise that the underlying
mathematical model is fully specified (or at least that a mechanism to draw independent and identically dis-
tributed samples exists in the case of SMC). This is both conceptually and practically problematic: models are
abstractions of reality informed by domain expertise. Condensing the domain expertise in a single vector of
parameter values is at best an approximation, while parametric uncertainty is the norm.

Therefore, is it very relevant to have methods to reason about how the qualitative properties of a system vary
while varying model parameters. In [[13]], we develop an efficient approach to this end, leveraging Bayesian ma-
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chine learning ideas to build estimates of the functional dependency of the satisfaction probability with respect
to model parameters, providing also error bounds on the estimate. The first step is the definition the satisfaction
function of a Metric Interval Temporal Logic formula, the natural extension of the concept of satisfaction prob-
ability of a formula to the case of Markov Population Models with parametric uncertainty. We prove that, under
mild conditions, such a satisfaction function is a smooth function of the uncertain parameters of the population
model. We then show how the satisfaction function can be approximated arbitrarily well by a sample from a
Gaussian Process (GP) [[112], a non-parametric distribution over spaces of functions, and use the GP approach
to obtain an analytical approximation to the satisfaction function. This enables us to predict the value (and re-
lated uncertainty) of the satisfaction probability at all values of the uncertain parameters from individual model
simulations at a finite (and generally rather small) number of distinct parameter values. This approach has been
called “smoothed model checking”. In [[13]], the method has been tested on three non-trivial examples, show-
ing how smoothed model checking can provide an accurate estimation of the satisfaction function. Moreover,
even if we are interested only in a predefined set of points of the parameter space, smoothed model checking
is still superior to standard statistical model checking, obtaining a comparable accuracy with about one order
of magnitude less simulations overall. This is due to the fact that GP learning algorithms, suitably tailored to
the binomial noise model underlying the repetition of simulations and checking of property satisfaction in a
point of the parameter space, are capable of transferring information from neighbouring parameter values, thus
reducing the need for deep sampling at each value of the set of parameters of interest. This method is, up to
now, the most efficient approach for parametrised verification [93]], capable of easily scaling to large population
models and to explore efficiently up to 5-6 parameters a once.

3 Model Reduction Techniques

As with most large-scale systems, the evaluation of quantitative properties of collective adaptive systems is
an important issue that is crosscutting all its development stages, from design (in the case of engineered sys-
tems) to runtime monitoring and control. Unfortunately it is a difficult problem to tackle in general, due to the
typically high computational cost involved in the analysis. This calls for the development of appropriate quan-
titative abstraction techniques that preserve most of the system’s dynamical behaviour using a more compact
representation. This section reports on the achievements concerning abstraction and reduction for both CTMCs
and ODE:s.

3.1 Background

Previous work on the topic of model reduction was discussed in Deliverable D3.2. In particular, a method
was established to identify and remove populations that have no significant impact on a measure of interest
during simulation-based analysis [[82] and a method which automatically derives ODEs to capture the moments
of population CTMCs and carries out moment-closure analysis to reduce the number of ODEs which must
be considered [23]]. Furthermore, a number of simplification approaches based on the notions of behavioural
equivalence were presented for the fluid semantics of the process algebra PEPA [120} [92]] and for chemical
reaction networks [64]]. However, the latter approaches suffered from the limitations of being language-specific
and not complete, in the sense that the criteria for equivalence turned out to be only sufficient conditions for
aggregation in general.

3.2 Objectives for the Reporting Period

In this deliverable we report on work that has addressed some of the aforementioned limitations, in line with
the plan of future work outlined in D3.2:

1. The development of abstraction techniques for stochastic processes (cf. Section [3.3).
2. The full characterisation of equivalence relations for ODEs, thus identifying necessary and sufficient

conditions for aggregation (cf. Section 3.4).
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3. The extension to a domain-agnostic notion of abstraction/aggregation (cf. Section [3.4).

3.3 Achievements Concerning Abstractions for Stochastic Processes

There is a long tradition of equivalence relations being used to partition and quotient the state space of state-
based models to obtain a more compact representation which captures equivalent information. For example for
stochastic process algebras, Markovian bisimulation and strong equivalence have been shown to characterise
ordinary lumpability in the underlying CTMC, leading to a reduced model which can be solved more efficiently
[91,190L 57].

In [31]], the authors explored the extent to which these ideas can be carried over to the richer modelling
languages developed within the QUANTICOL project. PALOMA was chosen as the focus for the study as it
incorporates several of the novel features identified as important in modelling collective adaptive systems —
attribute-based communication, location, broadcast and unicast capabilities — without the full generality of
CARMA. As shown in [[31]], the notion of Markovian bisimulation as generally considered, if applied naively,
is too strong, leaving little opportunity for a notion of equivalence that is not isomorphism. Instead the authors
considered equivalence of a component within the context of a given system. This supports the idea of being
able to substitute one component, perhaps with a more efficient implementation, for another within a given
system even though they may not exhibit exactly the same behaviour in arbitrary contexts. The authors also
sought some flexibility in the consideration of the spatial aspects of behaviour leading to a notion of equivalence
that captures the relative positions of components, rather than their absolute locations. Full details of the work
are presented in [[109].

In [30]] the authors consider a novel approach to model aggregation for CTMCs, the mathematical model
that underlies stochastic process algebraic languages such as PEPA, PALOMA and CARMA. Aggregation
seeks to identify sets of states that may be lumped into a single macro state, allowing a more compact model to
be analysed. Strict conditions such as lumpability are required if the Markov property is to be preserved in the
CTMC, but in some cases reasonable results can be obtained without the stringent conditions that lumpability
imposes with respect to state probabilities and transition rates. In the approach of [30]], rather than consider
the quantitative characteristics of states at the CTMC level, the authors seek to identify macro-states through
consideration of high-level properties in terms of the behaviour of the system. Thus the satisfiability of a set
of temporal logic formulae is used to identify sets of states that share common behavioural properties and
macro-states are based on these sets.

Whilst theoretically feasible, such an approach, if applied directly, would be computationally infeasible
since model checking of the formulae would need to be carried out at every state in the state space before
the aggregation could be formed. Instead the authors propose an approach which relies on sampling only a
subset of states and then applying the smoothed model checking result of Bortolussi ef al. [[13]], to extrapolate
values in the remaining states using Gaussian Process emulation. To support the clustering into aggregates the
resulting data is subjected to multi-dimensional scaling, a dimensionality reduction technique that optimally
preserves distances in non-Euclidean spaces. Through this approach macro-states can be defined which behave
coherently with respect to the logical specifications.

In [28]] Bisimulation of Labelled State-to-Function Transition Systems (Labelled FuTS) is revisited from a
coalgebraic perspective. A correspondence result is established stating that FuTS-bisimilarity coincides with
behavioural equivalence of the associated functor. The FuTS framework [78] has been used as a unifying
approach to the definition of the operational semantics of major process languages, ranging from stochastic
process languages like PEPA, to a language for Interactive Markov Chains, a (discrete) timed process language
and a language for Markov Automata. The equivalences underlying these languages have been related to the
bisimilarity of their specific FuTS. By the correspondence result a coalgebraic justification of the equivalences
of these calculi is obtained. The operational semantics of the CARMA language presented in Deliverable 4.2
has also been given using the FuTS framework.

Finally, in [27]], a state-space reduction procedure for optimising the translation from the attribute-based
process language proposed in [21] to FlyFast has been presented, which is based on probabilistic bisimulation
where transition probabilities are functions of occupancy measure vectors. The specific syntax of the probability
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function definitions of the attribute based process language guarantees decidability of equality of cumulative
probabilities so that (suitable customisation of) standard state reduction algorithms can be used.

3.4 Achievements Concerning Abstractions for Ordinary Differential Equations

Even when the original description of a population model is a CTMC, the underlying behaviour is characterised
by a (large-scale) system of ODEs (i.e., the forward equations of motion of the probability distribution). This
section overviews recently developed techniques (reviewed in [32] and [33]]) that consider the ODE abstrac-
tion problem from an algorithmic viewpoint [[16, [14]], with the intent of computing reduced systems with the
following properties:

P1. The abstraction should come with formal guarantees on the relationship between the abstract dynamics
and the original one. This enables the modeller to use the abstract model with full confidence in the results
of the analysis.

P2. The construction of the abstract model should be fully automatic, since the original model is likely to be
unintelligible due to size.

P3. The method should be generic in order to be applicable to as wide a range of CAS models as possible.

P4. The abstract model should preserve user-defined observables of the original system. For instance, it should
be possible to fully recover the dynamics of selected variables of the original model.

The techniques discussed here revolve around the notion of differential equivalence, an equivalence relation
over the variables of a dynamical system that induces a reduced model where each macro-variable represents
the aggregate dynamics of an equivalence class. Two distinct flavours have been provided in [16]. Forward
differential equivalence (FDE) is such that a macro-variable describes the sum of the variables of an equivalence
class. For instance, consider:

X1 = —x1, X = ki -x1 —x2, X3 =k -x1 —x3, 3)

where k; and k; are constants and the ‘dot’ operator denotes the derivative operator (with respect to time).
Then, {{x:},{x2,x3}} is an FDE because

* = —xi, (2 +x3) =X+ 43 = (k1 +h2) - x1 — (x2+x3). “4)
By the change of variable y = x, + x3, this is equivalent to writing
X = —x y= (ki +ka) -x1—y.

In this quotient model, whenever the inifial condition (at time point 0) satisfies y(0) = x,(0) +x3(0) we get that
y(t) = x2(t) + x3(¢) at all time points ¢.

Backward differential equivalence (BDE) equates variables that have the same solutions at all time points.
In (3), {{x1},{x2,x3}} is also a BDE provided that k; = k. In this case, we obtain a quotient ODE by removing
either equation between x, and x3, say x3, and rewriting every occurrence of x3 as x»:

X1 = —Xx1 Xy = ki -x1 —xp.

In [16]], BDE is shown to be a notion that corresponds to language-specific notions of equivalence developed
in the past. Among these are the the exact versions of fluid lumpability [[120] and the differential bisimulation
for the process algebra PEPA of [92f], as well as the backward bisimulation for chemical reaction networks
of [[64]]. These have all been discussed in Deliverable D3.2. In addition, it can be shown that the aggregation
method presented in [[61]] for the class of so-called nested automata model is related to BDE, formally when the
rate functions for the interactions can be expressed with the IDOL language of [[16]]. Unlike the aforementioned
notions, IDOL is domain agnostic because it essentially corresponds to a fragment of nonlinear ODEs that

QUANTICOL 18 March 30, 2017



Spatial Verification and Model Reduction (Revision: 1.0; March 30, 2017) March 30, 2017

includes rationals and threshold-like functions such as minima and maxima. As a consequence, for instance it
permits the specification of non-mass-action kinetics such as Hill’s which were instead forbidden in [64].

Both FDE and BDE satisfy P1 because the relationship between the original model and the abstract one is
exact; there is, however, loss of information when FDE is applied because the individual traces of the members
of an equivalence class may not be recovered in general. Differential equivalences are closely related to the
notion of exact ODE lumpability, very well understood in the chemistry literature (e.g., [119, [107, [100]).
However this approach lacks of an automatic way of identifying lumping schemes (e.g., [121]). To cope with
this, i.e., to satisfy P2, restrictions are imposed to be able to develop minimisation algorithms.

Symbolic minimisation. In [16] each ODE variable is treated explicitly as a real function and a differential
equivalence is encoded in a logical formula over ODE variables. Thus, checking whether a candidate partition
is BDE/FDE can be done symbolically using an encoding into satisfiability modulo theories (SMT) [45]]. In
fact, differential equivalences belong to the quantifier-free fragment of first-order logic. It is possible to restrict
the admissible ODE systems to those for which an SMT solver for nonlinear real arithmetic —e.g., Z3 [77] —
is a decision procedure. This can be done by, roughly speaking, excluding trigonometric functions (somewhat
satisfying P3).

Let us consider the example (3), assuming k; = k> = 1. The condition for {{x; },{x2,x3}} to be a BDE can
be shown to correspond to requiring that related variables with equal assignments always have equal derivatives.
This can be encoded in a logical formula ¢ thus:

¢ =X =X3 :>k1 X1 —X2 :kz-xl —X3.

The SMT check sat(—¢) looks for an assignment of the variables x;, x, and x3 for which —¢ holds. Thus,
the partition is a BDE if and only if the procedure returns “unsat” (as is obviously the case in this example).
More interestingly, it is possible to exploit the ability of the solver to return a witness in case of satisfiability.
This can be interpreted as a counterexample that distinguishes variables originally supposed to be equivalent.
For instance, an SMT check for the candidate BDE partition {{x;,x,x3}} might return the witness (x; =
1,x, = 1,x3 = 1), which yields derivatives that are not equivalent (x; = —1,%, = 0,43 = 0). This suggests the
implementation of an algorithm that splits the partition in such a way as to preserve the equalities in the witness.
That is, at the next iteration the candidate BDE partition would be {{x;},{x2,x3}}. It turns out that such an
algorithm does iteratively compute the largest BDE that refines a given initial partition of ODE variables. This
algorithm also meets P4: indeed each variable that should be treated as an observable can be put in a singleton
initial block.

Syntax-driven minimisation. A more efficient minimisation algorithm can be provided for ODEs with
derivatives that are multivariate polynomials of degree at most two [[14]. This covers the ubiquitous linear
systems as well as chemical reaction networks, at the basis of the aforementioned dynamic models in systems
biology. At the basis of this approach is a finitary representation of an ODE system as a so-called reaction
network (RN), consisting of species/variables interacting by means of reactions parameterised by a real value.
On this representation two bisimulation equivalences, the forward (FB) and backward (BB) RN bisimulations,
are related to FDE and BDE, respectively. This makes such bisimulations similar in spirit to quantitative equiv-
alences on labelled transition systems, e.g., Larsen and Skou’s probabilistic bisimulation [98]]. In particular, the
computation of the largest RN bisimulations that refine a given partition can be computed using an appropriate
variant of Paige and Tarjan’s famous algorithm [[108]]. In [14]] a partition refinement algorithm is developed
along the lines of efficient analogues for Markov chain lumping such as [79]] and [[122]], and for probabilistic
transition systems [43]]. This computes the largest FB/BB refining a given partition of variables in O(mnlogn)
time, where m is the number of monomials in the ODE system and # is the number of variables. This algorithm
is a significant improvement over a less sophisticated approach presented in [[64]] (and discussed in Deliverable
D3.2) for chemical reaction networks.

Both the symbolic and the syntax-driven miminisation techniques are supported by a tool, ERODE [15],
which is discussed in Deliverable 5.3 with further accompanying examples.
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4 Towards Scalable Stochastic Variability Analysis

4.1 Background

Exploring the extension of variability analysis techniques as known from software product line (SPL) or product
family engineering towards scalable stochastic variability analysis techniques suitable for CAS has been one
of the research themes of WP3 throughout the months M7-M48 of the project, developed in the context of
Task 3.3: Relating Local and Global System Views with Variability Analysis. After providing some background
on SPLs and variability analysis, we briefly recall the main results from the previous reporting period, as
addressed in Deliverable 3.2. Publications that appeared during this last reporting period, or that were not
addressed in previous deliverables, and that are relevant to Task 3.3 are [[7]] concerning the synthesis of a (global)
family model from a set of (local) product models, [3} |8, 9] concerning family-based model checking, [5, |6]
concerning statistical model checking of dynamic SPLs with probabilistic behaviour, [[1, 4f] concerning the
assessment of predictive services and variability-based decision support for bike-sharing systems and, finally,
[24, |25]] concerning variability-aware performance modelling.

4.1.1 Family-Based Analysis

An SPL is a family of products that can be distinguished (configured) according to a variability model defining
their common (global) and variable (local) features. If feature combinations (i.e. product configurations) can
change at run time, then we speak of dynamic SPLs (DSPLs). Analysis techniques for proving the correctness of
behavioural SPL models are widely studied (cf. [[117]] for a survey). Since the number of configurable products
in an SPL can be exponential in the number of features, enumerative product-based analysis of individual
products quickly becomes infeasible. Therefore, dedicated family-based modelling and analysis techniques,
dealing with entire SPLs at once using variability knowledge about valid feature combinations to deduce models
and results for products, have been developed [89, |73, [76L |118| |47, |80]. Family-based behavioural modelling
languages are usually based on superimposing multiple labelled transition systems (LTSs) representing products
in a single, enriched LTS family model. Featured transition systems (FTSs) [[73} 72, |71] are a popular example.
In family-based analysis, once a property is verified for a family model one knows that the result also holds for
any of its product models. This is in general more efficient than product-based analysis, in which every product
thus has to be examined individually.

As anticipated in Deliverable 3.2, in [3]] we contributed to this approach with the development of a mod-
elling and analysis framework in which the family model is to be specified in a process-algebraic language,
with a semantic interpretation as a modal transition system (MTS), together with an additional set of variability
constraints. Properties to be verified (by means of efficient on-the-fly model checking) are to be formalised
in a variability-aware variant of action-based CTL (called v-ACTL) that takes the modality of transitions into
account. Given an MTS model of a product family, the framework supports both family-based analysis, based
on results on the preservation of specific v-ACTL properties from an MTS to its set of product LTSs, as well
as product-based analysis, upon the generation of all valid product LTSs from the MTS. Moreover, all these
features are implemented in the variability model checker VMC (cf. fmt.isti.cnr.it/vmc) that also allows
MTS/LTS visualisation, minimisation, etc., as we illustrated in Deliverable 3.2.

As explained in detail in Deliverable 3.2, in [52} 53] |55] we showed how the formal specification language
mCRL2 and its industrial-strength toolset (cf. www.mcrl2. org) can be exploited to model and analyse SPLs. In
particular, the use of mCRL2’s parameterised data language to model and select valid product configurations,
in the presence of feature attributes and quantitative constraints, and to model and check the behaviour of
individually generated products, i.e. by means of product-based model checking, was illustrated. While we
equipped the mCRL2 models of product families with an FTS-like semantics, to perform family-based model-
checking also the supporting logic (a variant of the first-order modal p-calculus augmented with data) needs to
be able to deal with the transitions of FTSs labelled with feature expressions.
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4.1.2 Quantitative Analysis

As explained in detail in Deliverable 3.2, the family of feature-oriented languages FLan [51]], PFLan [49]], and
QFLan [|50] was developed during the project with the final aim of modelling and analysing DSPLs. A rich set
of process-algebraic operators allows one to specify both the configuration and the behaviour of products of an
SPL, while a constraint store allows one to specify all common constraints known from the variability models
that come with SPLs as well as additional action constraints reminiscent of FT'Ss. Process execution is con-
strained by the store (e.g., to avoid introducing inconsistencies) but a process can also query the store (e.g., to
resolve configuration options) or update the store (e.g., to add new features, even at run time). PFLan adds the
possibility to equip actions (including those that install a feature, possibly at run time) with probability weights,
which can represent uncertainty, failure rates, randomisation or simply relative preferences, resulting in proba-
bilistic models of DSPLs in the form of DTMC:s (after appropriate normalisation of the weights). An efficiently
executable implementation in Maude, together with the distributed statistical model checker MultiVeStA [[114]
(developed during the first reporting period of the project and described in Deliverable 3.1) allows one to es-
timate the likelihood of specific configurations and behaviour of an SPL, and thus to measure non-functional
aspects such as quality of service, reliability, or performance. QFLan adds the dynamic uninstallation and
replacement of features and advanced quantitative constraint modelling options, allowing for more involved
quantitative analyses requiring SMT solving. This was achieved by integrating an efficiently executable Maude
implementation of QFLan with Microsoft’s Z3 [105]] and with MultiVeStA.

As mentioned in Deliverable 3.2, in [42] we explored the possibility of applying machine-learning tech-
niques to implement and evaluate predictive features of a bike-sharing system. We concentrated on predictive
features capable of analysing the current state and historical data to provide the user with useful quantitative
information, like the chances of finding a bike or an empty slot at a given docking station. The general goal
was to evaluate feature combinations to help stakeholders decide which product of an SPL to deploy, making
the best possible compromise between cost and usefulness.

Finally, previous work [95] discussed in Deliverable 3.2 presented the first family-based approach to per-
formance analysis using a formalisation of UML Activity Diagrams (ADs). To capture performance properties,
ADs are augmented with annotations (such as the duration to execute an activity of an activity node) and in-
terpreted as continuous-time Markov chains, along the lines of established routes in model-driven software
performance engineering. These performance-annotated ADs (PAADs) are integrated with SPL techniques to
precisely capture variability aspects through a delta-oriented approach, where possibly many variants can be
generated as a result of applying changes (i.e., deltas) to a core PAAD [113]]. Here we briefly report on a
significant improvement over [95]] which tackles fundamental restrictions on the assumption of exponentially
distributed service times and on a single-server semantics of the underlying queuing network model [[24]].

4.2 Objectives for the Reporting Period

We briefly recall from Deliverable 3.2 and from the Description of Work the objectives for this last reporting
period concerning the work on scalable stochastic variability analysis.

e Synthesis of a compact (family) model of a large population built from smaller populations based on the
commonalities and variability of single entities (product models) in their overall environment (SPL) and
investigating the conditions under which properties can be preserved bottom-up as well as top-down, i.e.
from local to global system views and vice versa.

e Development of a feature-oriented modal p-calculus.
e Improving the QFLan implementation so that it scales better and evaluating its (improved) performance.

e Evaluating the expressivity and scalability of some of the modelling and verification frameworks for
(family-based) behavioural variability analysis of (D)SPLs discussed in Deliverable 3.2 (e.g., those based
on QFLan/MultiVeStA and FTSs/mCRL2).
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e Applying the quantitative formal approaches to variability analysis for SPLs discussed in Deliverable 3.2
(e.g., statistical model checking of QFLan models and the exploitation of mature machine-learning tech-
niques to assess prediction services for bike-sharing systems) in the context of smaller and larger scale
CAS (e.g. in the context of smart city applications such as bike-sharing systems), allowing the evaluation
of alternative designs or configurations (also at run time).

4.3 Achievements Concerning SPL Synthesis

The CIF 3 toolset [54] targets the model-based engineering of supervisory controllers and supports such an
engineering process by offering functionality for modelling, simulation, visualisation, synthesis, and code gen-
eration. In [7]], we have used CIF 3 for feature-guided synthesis of SPLs, the first application of supervisory
controller synthesis in SPL engineering. Such synthesis is a correct-by-construction approach to the develop-
ment of a supervisor (or supervisory controller) capable of coordinating an assembly of (local) components
into a (global) system that moreover functions correctly. Supervisory control theory [[111] synthesises such
a supervisory control model from models of system components and a given set of requirements. Moreover,
the ensemble of components controlled by the supervisor satisfies a number of desirable properties, like the
possibility to reach stable local states and the impossibility to globally disable events under local control.

More concretely, in [7]] we showed how the CIF 3 toolset can automatically synthesise a single (family)
model representing an automaton for each of the valid products of an SPL from (i) a rich variability model,
(i1) a number of behavioural component models associated with the features of the SPL, and (iii) additional
behavioural requirements like state invariants, event orderings, and guards on events (reminiscent of FTSs). The
resulting CIF 3 model (if possible at all, otherwise CIF 3 reports that no such composition exists) is such that
each initial state of the (global) system corresponds to a unique valid (local) product from the SPL as defined
by the variability model, i.e. it satisfies all feature-related constraints as well as all behavioural requirements
by construction. CIF 3 moreover allows the export of such models in a format accepted by the mCRL2 model
checker, which can thus be used to verify behavioural properties expressed in the modal p-calculus with data
or in its feature-oriented variants of [8} |9]]. It is important to underline that both CIF 3 and mCRL2 can be used
off-the-shelf, meaning that no additional tools are required for which a level of trust needs to be established.
Finally, we note that the explicit consideration of features as first-class citizens is a completely new way of
using the CIF 3 toolset.

4.4 Achievements Concerning Family-Based Model Checking

Family-based model checking was proposed as a means to simultaneously verify multiple variants in a single
run (cf. [117]). To make SPL models amenable to family-based model checking, feature-based variability was
introduced in behavioural models. In particular, an FTS compactly represents multiple product behaviours in a
single transition system by exploiting transitions guarded by so-called feature expressionsE] A transition of a
given product can be taken if the product fulfills the feature expression associated with the transition. Thus, an
FTS F incorporates the behaviour of all eligible products, while the individual behaviour of a product p can be
extracted as the LTS F|p.

Example 4.1 ([8, 9]). Consider a product line P of (four) coffee machines, with independent features {$,€}
representing the presence of a coin slot which accepts dollars or euros. The FTS F models its family behaviour.

We see that P has actions for coin insertion (ins) and for pouring standard (std) or FoosdT
extra large (xxl) coffee. Each coffee machine accepts either dollars or euros. However, &) Dl 5
note that extra large coffee is exclusively available for two dollars.

3 A feature expression ¥, a Boolean expression over a given set of features with f as typical element, can be interpreted as a set of
products Py, viz. the products p for which the induced truth assignment (true for f € p, false for f ¢ p) validates y. The Boolean
constants verum (T) and falsum (L) denote the feature expressions that are always true and always false, respectively.
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Flpi st Flpy s The LTSs F|p and F|p, model the behaviour of the products

& ) p1={$}and p2= {e} ofP. Note that F | p; lacks the transition
— xxd from sy to s, which requires feature $. [

The modal p-calculus uL [96], which subsumes LTL and CTL, is used to express and model check prop-
erties interpreted over LTSs. During this reporting period, we proposed in [8] two variants of uL to reason
about FTSs, by explicitly incorporating feature expressions into the logics, thus allowing operators to single
out transitions and behaviour restricted to specific products and subfamilies. We provided semantics for these
variants and related the logics to each other. Given that LTL and CTL are strict, partly overlapping subsets of
UL, each of the feature-oriented variants we introduced can thus express properties that the approaches based
exclusively on LTL and CTL cannot (cf. [[69] for examples of such properties).

One of these variants, the logic uLy, takes families (i.e. sets of products) as point of view. To this end,
the standard modalities (a) and [a] of uL are replaced by modalities (a|y) and [a|y], respectively, where 7 is
a feature expression. Intuitively, (a|y) @ holds for a family P with respect to an FTS F in a state s, if all
products in P satisfy the feature expression y and there is an a-transition, shared among all products in P, that
leads to a state where @y holds for P (i.e. the products in P can collectively execute a). The difference with the
corresponding modality in L is less striking for [a|y] ¢f, which holds in a state of F for a set of products P, if
for each subset P’ of P for which an a-transition is possible, ¢, holds for P’ in the target state of that a-transition.
Hence, [a|Y] @y is trivially fulfilled for P if no product of P satisfies the feature expression y. Otherwise, @y is
checked against subsets P’ of P cut out by ¥ and the feature expressions decorating the a-transitions of F.

Contrary to the modalities in puL, the modal operators of pL; are not each other’s dual, as shown in [8]].
However, in [8|] we proved that model checking a yLy-formula for an individual product against an FTS reduces
to model checking its projection against the LTS of the product. More precisely, given a formula ¢ € ULy and a
product p € &, a uL-formula pr(¢y, p) for ¢, with respect to p is obtained from ¢, by replacing subformulae
(a|y) wr by L and [a|y] yy by T, respectively, in case p ¢ Qy, while omitting y otherwise. Formally, we proved
the following.

Theorem 4.1 ([8]]). Let F be an FTS, and let &7 be a set of products.

1. For each formula Q¢ € ULy, state s € S, and individual product p € &
s:{p} Er @r < skr)p pr(@r.p)

2. For negation-free formula @y € ULy, state s € S, and product family P C &
S7P ):F ‘Pf - vpeP:S):F\ppr((pfvp) O

During this reporting period, we subsequently showed in [9]] how to effectively perform family-based model
checking for pLy by exploiting the mCRL2 toolset as-is, i.e. avoiding the implementation of a dedicated SPL-
oriented verifier. We first defined a family-based partitioning procedure for uLy that allowed us to apply the
results from [§]], after which we showed how to solve the resulting family-based model-checking problem via
an embedding of uL; into mCRL2’s modal p-calculus with data. More precisely, we first defined a family-
based partitioning algorithm for computing a partitioning (P;, P-) of a product family P such that each product
in Py, satisfies the yLy-formula @, whereas each product in P fails ¢y. Clearly, repeatedly splitting families
into subfamilies may lead to an exponential blow-up, in the worst case ultimately yielding a product-based
analysis. However, in the SPL setting, an obvious strategy to partition a family of products P is to split it along
a feature f. In general, the order of subsequent features f will influence the number of split-ups needed, but
fortunately candidate features for splitting may be distilled from the structure of the system and from specific
domain knowledge. Next, we defined how to translate (i) a uL,-formula into a Ulpo-formula and (ii) an FTS
into an LTS with parameterised actions, thus allowing family-based model checking with off-the-shelf tools
that accept the logic from [[86} [88]] (of which uLg, is a fragment), like the mCRL2 toolset.

4.4.1 Evaluation

We evaluated the family-based model-checking approach by verifying representative properties (cf. [71} 80])
over an mCRL2 specification of the minepump SPL benchmark family model [71} 94, 63|, |80, (101]]. This model
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was first introduced in [[73] as a reformulation of the configurable software system controlling a pump for
mine drainage. Its purpose is to pump water out of a mine shaft, for which a controller operates a pump that
may not start nor continue running in the presence of a dangerously high level of methane gas. Therefore, it
communicates with a number of sensors measuring the water and methane levels. We considered the model
as used in [71] that consists of 7 independent optional features for a total of 27 = 128 variants. These features
concern command types, methane detection, and water levels, abbreviated as Ct, Cp, Ma, Mq, L{, Ln, and Lh.

The minepump model of [[71]] is distributed with the ProVeLines SPL toolset [[75] (projects.info.
unamur .be/fts/provelines/). We first manually translated the fPROMELAFj model to a parameterised LTS
encoded in mCRLQE] We then model checked twelve properties expressed in pLy. The first six are p-calculus
versions of LTL properties of [[71]] (four of which are analysed also in [80]). The others are CTL-like properties.
The final three, however, are feature-rich uL,-formulae involving more than one feature modality in a single
formula, which is a novelty that allows one to check different behaviour for different variants af once. Following
the approach described above, the formulae were translated into (Lg, and model checked over the mCRL2 model
representing a parameterised LTS. The properties, results, and run times are summarised in Table 1/}

For each of the properties, we provide its intuitive meaning, its specification in pL¢, and the result of model
checking it (indicating also the number of products for which the result holds). This concerns the first three
columns of Table In the remaining columns, we report the run times (in seconds) needed to verify the
properties with mCRL2, both product-based (one-by-one, abbreviated to ‘one’) and family-based (all-in-one,
abbreviated to ‘all’). We immediately notice the improvement in run time resulting from using mCRL2 for
family-based model checking as opposed to product-based model checking. The average speed up over these
8 properties is approximately 31, ranging from a worst speed up of slightly less than 4 (property @) to a best
speed up of over 97 (property ¢3). The average speed up over the 12 properties from [9]] is approximately 30.

4.5 Achievements Concerning Statistical Model Checking DSPLs with Probabilistic Behaviour

The probabilistic feature-oriented language QFLan is a rich process algebra whose operational behaviour inter-
acts with a store of constraints and as such product configuration is neatly separated from product behaviour.
QFLan allows one to model a family of products with probabilistic behaviour, and possibly subject to quanti-
tative feature constraints. Moreover, QFLan also caters for the dynamic installation, removal, or replacement
of features, i.e. QFLan is suitable for modelling DSPLs. The resulting probabilistic configurations and be-
haviour converge seamlessly in a semantics based on DTMC:s, thus enabling quantitative analysis. During this
reporting period, we developed novel multi-platform Eclipse-based tool support for QFLan, which includes
state-of-the-art domain-specific language utilities based on the Xtext framework as well as analysis plug-ins
to run statistical model checking analyses from Eclipse. In [5]], we provided a comprehensive presentation of
our approach to model and analyse DSPLs with the QFLan modelling language, while we presented its novel
tool support for the first time in [6].

The QFLan tool framework eases the modelling and analysis task by providing an Eclipse editor for QFLan
specifications as well as plug-ins for the analysis. The architecture of the QFLan tool framework is depicted in
Fig.[10] It is organised in a GUI layer, devoted to modelling aspects, and a core layer, offering support for the
analysis of QFLan specifications. The components of the GUI layer are shown in Fig. The most notable one
is a text editor with editing support typical of modern integrated development environments (auto-completion,
syntax and error highlighting, etc.) developed within the Xtext framework (top centre of Fig.[TT). The editor
also offers support for the MultiQuaTEx query language (cf. Deliverable 3.1), used to express properties of
QFLan specifications. In addition, the layer offers a number of views, including (i) a console view to display
diagnostic information (bottom of Fig. [[I), (ii) a project explorer to collect different QFLan specifications

OfPROMELA is a feature-oriented extension of PROMELA, the input language of the SPIN model checker (cf. www. spinroot . com).

7The mCRL2 code is distributed with the mCRL2 toolset (svn revision 14493). All experiments were run on a standard Macbook Pro.

8We display only 8 of the 12 properties reported in [9] (two from each category), maintaining the original numbering used in [9].

9For a compact presentation of formulae in Tablewe allow regular expressions in the modalities as syntactic sugar, as in [87} 88].

10Standard p-calculus formulae in L can be seen as uL¢-formulae by adjoining the feature expression T to every modality, i.e.
replacing each ‘diamond’ modality (a) by (a|T) and each ‘box’ modality [a] by [a|T].
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Table 1: Minepump properties and model-checking results (true/false) and run times (in seconds) of both
product-based (one-by-one) and family-based (all-in-one) verification with mCRL2

| @ | property in uLs | result | one | all |
Absence of deadlock

[true*] (true) T

The controller cannot fairly receive each of the three message types

uX . ([true*.commandMsg| X V [true*.alarmMsg] X V [true*.levelMsg] X )

0 128/0 | 10.02 | 2.07

(03 0/128 | 24.33 | 0.25

The system cannot be in a situation in which the pump runs indefinitely in the presence
of methane
¢os| [true*] (([pumpStart.(—pumpStop)*.methaneRise] uX.[R]X) 96/32 | 17.26 | 0.86
A ([methaneRise . (—methaneLower )*. pumpStart] uX.[R]X))
for R = = (pumpStop + methaneLower )
Assuming fairness (@3 ), the system cannot be in a situation in which the pump runs in-
definitely in the presence of methane (¢s)
[true*] (([pumpStart.(—pumpStop )*.methaneRise| V)
A (|methaneRise . (—~methaneLower )*. pumpStart| V) )
for W = puX . ([R*.commandMsg) X V [R*.alarmMsg] X V [R*.levelMsg] X )
and R = —( pumpStop + methaneLower )

(03 112/16| 27.32 | 3.67

The controller can always eventually receive/read a message, i.e. it can return to its ini-
(07 tial state from any state 128/0 | 18.36 | 2.40
[true*| (true*.receiveMsg) T

Invariantly, when the level of methane rises, it inevitably decreases
[true*.methaneRise] uX.|—methaneLower| X A (true) T

0/128 | 2047 | 0.21

Products with feature Ct can always switch on the pump

[true*| Ct] (true*. pumpStart| Ct) true

Products with features Ct, Ma, and Lh can start the pump upon a high water level, but
Q12|  products without feature Lh cannot 128/0 | 13.35 | 3.36
[true®| T] (([highLevel| Ct AMaALh](true*.pumpStart|T) T ) A[pumpStart|-~Lh]|_ L)

P11 28/100| 21.11 | 2.32

(left of Fig. [TI), and (iii) a plot view to display analysis results (top right of Fig. [[I). It does not require
any installation process, and it is available together with usage instructions at http://sysma.imtlucca.it/
tools/multivesta/qflan/!

A notable novelty of the new QFLan tool framework is a reimplementation of the QFLan interpreter that
considerably reduces simulation time. There are a number of reasons for this improvement. First, the simulator
is optimised by reusing computations performed in previous steps whenever possible. For instance, we re-
check the admissibility of an action only if the constraint store has been modified in a way that could affect its
admissibility. Second, checking whether an action is admissible is tantamount to checking whether it violates
any constraint, which can be established using either Z3, accessed via its JAVA APIs, or an ad hoc constraint
solver that we developed and which is much more effective than Z3 in this particular setting, mainly because in
this way we do not have to export the current status to Z3 every time the store is updated.

In [6]], we evaluated the new tool by applying it to two case studies. First, we applied it to the bikes product
line from [50, |5]], which was also briefly described in Deliverable 3.2. This showed a considerable improvement
in performance, reducing analysis time by two orders of magnitude (from 45 minutes to 15 seconds). Second,
we evaluated our approach by verifying a number of representative properties over a QFLan specification of the
elevator SPL benchmark model [[110, [72, |41}, (74, [70L 65]]. We considered more floors and more features than
in any of these papers, resulting in a family of more than 2!° different products. The results showed that our
approach scales well.
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Figure 10: Architecture of the QFLan tool framework

4.6 Achievements Concerning the Assessment of Predictive Services and Variability-Based
Decision Support for Bike-Sharing Systems

A bike-sharing system is a sustainable smart transportation system with a positive impact on urban mobility.
Its design is multi-faceted and complex because of its many components, like bikes and docking stations, and
its dynamicity, due to the actual cyclists. The latter form an intrinsic part of a bike-sharing system and their
behavioural patterns impact the collective usability and performance of the system. One possibility to improve
customer satisfaction for a bike-sharing system is to provide information on the status of the stations at run
time. Indeed, most of the available systems currently provide such information in terms of the number of bikes
parked in each docking station through web services. However, if one is looking for a bike it is of course
nice to know that a station is currently empty, but it would be more valuable to know how the situation will
evolve in the next few minutes and whether there is a chance that a bike is going to arrive; and likewise for full
stations when one is looking for an empty slot to park one’s bike. In [42]], we envisaged services providing such
predictions based on the expected movements of bikes towards and from a given station.

In [[1], we provided an in-depth experimental assessment of the feasibility of such predictive services.
We used different machine-learning models to implement and assess different predictive services, comparing
several configurations and alternative means to aggregate historical data with different predictive performances
and implementation costs. We performed our experiments based on real-world usage data covering all bike
rentals in the CicloPi bike-sharing system of Pisa across two years (comprising over 280.000 entries). One
of the outcomes was that there appears to be a consistent group of users whose usage behaviour is extremely
predictable (with a combined performance measure, the so-called F1-score, of over 0.95 on a scale from O to 1)
which is likely to correspond to people using CicloPi for commuting daily to work/school.

The advantage of a machine-learning approach is twofold. On the one hand, it provides a powerful and
general means to realise a wide range of predictive services for which there exist sufficient (and significant)
historical data. On the other hand, trained machine-learning models are provided with a measure of predictive
performance that can be used as a metric to assess the cost-performance trade-off of the service. This provides
a way to analyse the run-time behaviour of different variants of the predictive services before actually putting
them into operation. The obtained results can thus serve vendors and administrators of bike-sharing systems
that plan to deploy the services in a specific bike-sharing system.

In [4]], we subsequently exploited the SPL paradigm to address the variability of the (predictive) services that
the managers of a bike-sharing system can offer their clients. To this aim, we modelled a family of smart bike-
sharing services, including an enriched variability model with quantitative attributes related to the services’
cost and customer satisfaction, based on the aforementioned performance measure obtained from applying
several machine-learning techniques to data logs from actual system usage. Consequently, it was shown how
a dedicated tool can be used to perform multi-objective optimisation in order to assist the maintainers of the
system in choosing the optimal configuration, i.e. minimising the costs while maximising customer satisfaction.
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Figure 11: Screenshot of the QFLan tool framework

4.7 Achievements Concerning Variability-Aware Performance Modelling

There are two main benefits in using queuing networks (QNs) for model-based software performance predic-
tion. First, there is a rather direct association between the constituent elements of a QN and the components of
a software system. Indeed, QNs essentially capture the effects of clients contending for resources. Depending
on the specific scenario, a QN client may be a user or an application; a QN service station may either represent
a software device (e.g., a web server) or a hardware resource (e.g., CPU or disk); the number of servers at
each station can be related to the degree of parallelism, e.g., the size of a thread pool or the number of CPU
cores; the routing probabilities, which describe how a client visits another station upon service, can capture
the operational profile of the workload. The second advantage in using QNs is that a number of well-known
efficient techniques are available that cope well with state-space explosion such as mean value analysis.
Performance-annotated activity diagrams (PAADs) are a recent formalisation of a subset of UML activity
diagrams carrying performance information which are amenable to family-based analysis through a symbolic
solution of an underlying QN [95]]. However, the analysis was restricted to assuming single-class queuing cen-
tres and exponentially distributed service times. Thus, family-based techniques cannot be used if the modeller
wants to capture increasing degrees of parallelism/concurrency and general (non-exponential) service-time dis-
tributions. In this case, one cannot but resort to expensive simulations. To tackle this issue, in [24] a two-step
solution is proposed that departs from the traditional solution techniques in two ways. First, the queueing
model supports service times defined by Coxian distributions. These can be informally considered as a “com-
position” of exponential stages that can approximate any given probability distribution arbitrarily closely while
still keeping the whole network representable as a CTMC [116]. This is instrumental for our second step, where
we consider an approximation based on a fluid limit, where the underlying system of ODEs depends only on
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the queueing network’s topology and not on the number of CTMC states, which instead grow combinatorially
with the number of stations and clients in the QN.

Following established product-line terminology, a PAAD consists of a kernel model, the core, together
with a set of deltas. A delta is a list of basic operations such as the addition, removal, or modification of the
performance annotations of nodes and edges of the PAAD. Overall, a delta transforms the core model into a
new model variant [113]]. We build a single super-PAAD, the so-called 150% model, from which each variant
can be obtained by computing an appropriate projection.

The main contribution of [24]] is to show that the 150% model leads to a closed form symbolic solution,
called the family-based solution, for the steady-state performance indices of every variant, for example its
throughput. An essential contribution to finding such a symbolic expression, that can be efficiently evaluated,
originates from the idea to replace the stochastic semantics of a PAAD, which grows combinatorially with
the number of elements in the involved populations, by an ODE semantics as a compact system of ordinary
differential equations.

The symbolic solution consists of rational expressions where the model parameters appear as unevaluated
symbols whenever they are changed by at least one delta. The performance indices of any variant can be simply
obtained by replacing these symbols with the concrete values related to that variant. A substantial experimental
study shows that the family-based approach allows for the efficient treatment of large parameter spaces, because
the symbolic expression is built only once for the whole family while its evaluation with concrete parameters
is typically considerably faster than numerically solving a single variant in isolation.

5 Conclusions

In this deliverable we reported on the progress made concerning the objectives of all tasks of Work Package 3,
namely Task 3.1, Task 3.2 and Task 3.3 during the final reporting period of the project, and in addition on
progress made in Task 3.1 during the second reporting period that was not reported in earlier deliverables. In
particular we addressed the development of spatio-temporal and scalable model checking techniques for the
efficient analysis of CAS, model reduction techniques, both for the aggregation of CTMC population models
and for those based on Ordinary Differential Equations, and the development, extension and application of
techniques to deal with family-based variability analysis in the context of collective adaptive systems. There
have not been any significant deviations from the objectives for this work package as foreseen in the description
of work and in the previous deliverables and internal reports. A number of results have been shown to be much
more versatile than expected, in particular the work on spatial and (stochastic) spatio-temporal model checking
has shown to be successfully applicable also in research areas far outside that of collective adaptive systems
such as developmental biology, biochemistry and even medical imaging. This holds also for some of the work
on model reduction techniques for ODEs and might be expected also for fluid model checking and mean field
model checking techniques. Some of these techniques could be expected to become a base for some future
exploitable innovation.

Main achievements. Below we briefly summarise the main achievements addressed in the current report:

e Development of sophisticated global fluid model checking algorithms for the analysis of properties of an
individual object in the context of a large continuous time population model and for global reachability
properties (exploiting Linear Noise Approximation). The former algorithms have also been extended to
deal with various types of rewards.

e Development of an open-source prototype on-the-fly mean field model checker (FlyFast), based on the
theory and algorithms developed in WP3, and its application on various case studies.

e Development and extension of spatio-temporal model checking and monitoring algorithms and their
open-source prototype implementation and application on case studies in the context of CAS (bike shar-
ing), developmental biology and biochemistry. In particular, in the last reporting period spatial logic
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operators with forms of distance metrics have been developed, as well as collective operators to reason
about sets of points in space instead of reasoning about individual points. Also the robustness of prop-
erties has been addressed together with the combination of spatio-temporal logics with statistical model
checking.

Unexpected promising results of the application of spatial model checking (topochecker) in a com-
pletely different area of application, namely the analysis of medical images, where it was used to distin-
guish various “regions of interest” such as tumour or oedema tissue in the brain. Special spatial operators
for statistical texture analysis and distance transform were added for this purpose and combined with the
spatial operators from SLCS.

Development of a new, high-level property-driven approach to model aggregation for CTMCs that iden-
tifies macro-states exploiting smoothed model checking.

Full characterisation of equivalence relations (i.e. forward and backward differential equivalence) for
ODE:s identifying well-behaving, necessary and sufficient conditions for aggregation and the design and
the development of efficient, fully automatic and customisable minimisation algorithms, exploiting sym-
bolic and syntax-driven techniques.

A co-algebraic characterisation of bisimulation of Labelled State-to-Function Transition Systems. This
semantics framework has also been used for the definition of the operational semantics of the CARMA
language.

The first application of supervisory controller synthesis in SPL engineering.

The definition of an off-the-shelf family-based model-checking procedure for verifying modal p-calculus
properties of SPLs (in fact, of any configurable system).

The development of an Eclipse-based QFLan tool framework for modelling the probabilistic behaviour
of DSPLs and efficiently running statistical model checking analyses.

Relationship to other work packages.

WPI

WP2

WP4

Emergent Behaviour and Adaptivity. Spatio-temporal model checking offers a complementary approach
to the a more analytical oriented methods for the identification of emergent behaviour that evolves in
a spatial context that were pursued in WP1. However, recent results on the accuracy of mean field
approximation developed in WP1 is also of direct relevance to fluid model checking and mean field
model checking developed in WP3. There are also links between the work on controller synthesis in
software product lines and the work on control in WP1.

Collective Adaptive Behaviour in Space. One of the ideas that has been pursued in the work on spatial
verification in WP3 is to develop a spatial logic with basic spatial operators that is general enough to be
applied in the diverse spatial settings that were identified in the context of WP2. Furthermore, metrics
and distance functions have been added in an orthogonal way both in the spatio-temporal logics STLCS
and SSTL, providing further spatial richness.

Language and Design Methodology. In WP3 the foundations have been developed for a variety of scal-
able verification techniques of which a number have been implemented as prototype tools. CARMA
models can be used to generate stochastic or deterministic simulation traces suitable for spatial model
checking in much a similar way as spatio-temporal model checking was applied on simulation traces
from the MRP bike sharing model discussed in Section 2] Furthermore, part of a design pathway is illus-
trated in the final deliverable of WP4 that shows how continuous time population models of bike sharing,
specified in CARMA, can be transformed and analysed using the on-the-fly mean field model checker
FlyFast developed in WP3.
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WP5 Model Validation and Tool Support. The foundations of a number of open-source prototype tools have
been developed in WP3 and the tools are available for use for model validation. These tools, which in-
clude the FlyFast on-the-fly mean field model checker, the spatio-temporal model checker topochecker,
the spatial signal temporal monitoring tool jSSTL and the ODE-based minimisation tool ERODE are pre-
sented on the tool-page of the QUANTICOL web-site and described, providing detailed examples of their
use, in the final deliverable of WP5.

Foresight. All three tasks in Work Package 3 have made considerable contributions to the theoretical founda-
tions of scalable and spatial formal analysis methods, leading to many novel verification techniques and tools
for Collective Adaptive Systems and beyond. Mean field and fluid approximation methods have played a key
role in that development. From a model checking perspective those methods made it possible to overcome the
state space explosion problem when addressing the verification of properties of large scale CAS. From a model
reduction perspective such methods led to novel notions of behavioural equivalence in an ODE setting, bringing
in reach of verification many models that were previously intractable. The same can be said of mean field and
fluid model checking. So far, only a selection of the theoretical contributions have found their way into open
source verification tools, due to the limited resources and time, however, there is much interest, both from in-
dustry and from the research community, to continue these activities. Besides providing further tools, there are
many interesting avenues of future research from this work. For example, the work on differential equivalences
offers possibilities for symbolic computation. Such computations play a key role when considering models
with one or more parameter variables in order to find, for instance, equivalences that hold under any possible
assignment of such variables or for which assignments can be synthesised in such a way that a candidate parti-
tion is a differential equivalence. In the context of fluid model checking stochastic approximation is exploited
to efficiently check time-bounded global reachability properties of Markov population models making use of
Linear Noise Approximation. This opens the way to even more sophisticated model checking techniques and
tools for a large class of population models.

Where mean field and fluid approximation are less appropriate as analysis techniques, for example when
models involve parameter values that are uncertain, novel simulation-based model checking techniques have
been developed (such as smoothed model checking) exploiting properties of Gaussian processes. This method
is, up to now, the most efficient approach for parametrised verification able to address 5-6 parameters at once.
Uncertainty in parameter values is a frequent phenomenon in the performance analysis of systems and it is a
very active field of research where much progress can be expected in the near future.

Spatial and spatio-temporal model checking and monitoring have also opened up a new line of research with
applications ranging from CAS to developmental biology, biochemistry and even to unexpected fields such as
medical imaging. Logic-based approaches are extremely versatile and general, so it can be expected that ever
more areas of application will be encountered. Also from a theoretical perspective there are still many open
questions, in particular the quest for the right combination of basic spatial and spatio-temporal operators that
form an optimal compromise between efficient verification, expressivity and usability. There are very many
options for such operators and only a small fraction of combinations have been fully explored so far. Moreover,
extending the logics to reason about regions of space and their relationships, instead of about individual points,
would be very interesting for applications in, for example, Computer Vision and Artificial Intelligence. Also
their combination and further integration with mean-field based techniques is a very interesting and challenging
area of research that is far from being fully explored. Another area of interest is the study of probabilistic logics
for space (and their related probabilistic models). As for the application of spatio-temporal logics in medical
imaging some very promising pilot studies have been performed that could have a strong transformational
impact on how medical image analysis will be performed in the future.

Mean field and fluid approximation techniques have also been shown to be extremely useful and promising
in the area of variability-aware performance modelling, where they have been used to find symbolic solutions
that allow for the efficient treatment of complete families of large scale system models at once. Also in the
absence of large populations of objects, variability in software product lines poses questions of scalability by
itself. To address such problems, a family-based model-checking procedure for verifying p-calculus properties
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of SPLs, and similar systems with variability, has been defined using off-the-shelf verifiers. However, the
efficiency of computing a partitioning of an SPL from which one can read which products satisfy which formula
strongly depends on the adopted strategy for splitting SPLs and may well constitute a bottleneck in practice.
Hence it is important to find heuristics to guide this splitting. One possibility may be to deduce an effective
strategy from the lattice of product families that can be obtained by exploring the FTS model and keeping
track of (the largest) product families that are capable of reaching states. This lattice may even allow for
determining a proper partitioning a priori. Another potentially promising direction is to split product families
using information that is obtained from counterexamples. Finally, one might make use of the theory of Galois
connections to establish suitable abstractions of models prior to model checking.
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