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Abstract. The early diagnosis of a cancer type is a fundamental goal in
cancer treatment, as it can facilitate the subsequent clinical management
of patients. The leading importance of classifying cancer patients into
high or low risk groups has led many research teams, both from biomed-
ical and bioinformatics field, to study the application of Deep Learning
(DL) methods. The ability of DL tools to detect key features from com-
plex datasets is a fundamental achievement in early diagnosis and cell
cancer progression. In this paper, we apply DL approach to classification
of osteosarcoma cells. Osteosarcoma is the most common bone cancer oc-
curring prevalently in children or young adults. Glass slides of different
cell populations were cultured from Mesenchimal Stromal Cells (MSCs)
and differentiated in healthy bone cells (osteoblasts) or osteosarcoma
cells. Images of such samples are recorded with an optical microscope.
DL is then applied to identify and classify single cells. The results show
a classification accuracy of 0.97. The next step is the application of our
DL approach to tissue in order to improve digital histopathology.
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1 Introduction

Over the last decades, scientists applied different methods to detect cancer tis-
sues at the early stage. This is because early diagnosis can facilitate the clinical
managements of patients. Early diagnosis requires the ability to identify cancer
tissue as small as a single cell. Classification of cancer cells is hence key research
for early diagnosis and for identification of differentiation and progression of can-
cer in a single cell [14] [7] [11] . With advent of new digital technologies in the
field of medicine, Artificial Intelligence (AI) methods have been applied in can-
cer research to complex datasets in order to discover and identify patterns and
relationships between them. Machine Learning (ML) is a branch of AI related
to the problem of learning from data samples to the general concept of infer-
ence. The main objective of ML techniques is to produce a model, which can be
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used to perform classification, prediction, estimation or any other similar task.
When a classification model is developed, by means of ML techniques, training
and generalization errors can be dealt out. The former refers to misclassification
errors on the training data while the latter on the expected errors on testing
data. A good classification model should fit the training set well and accurately
classify all the instances. Once a classification model is obtained using one or
more ML techniques, it is necessary to estimate the classifier’s performance. The
performance analysis of each proposed model is measured in terms of sensitivity,
specificity, accuracy, and so-called area under the curve (AUC). Sensitivity is
usually defined as the proportion of true positives that are correctly observed by
the classifier, whereas specificity is defined as the proportion of true negatives
that are correctly identified. In turn, accuracy, that is a measure related to the
number of correct predictions, and AUC, that is a measure of model’s perfor-
mance, are used for assessing the overall performance of a classifier. DL is a part
of ML methods based on learning data representation. Inside DL, Convolutional
Object Detection (COD) is a recent approach to cancer analysis. In this pa-
per, we have applied a COD-based DL method to several differentiated samples
of cells cultured on glass slide, with the purpose to discriminate osteosarcoma
cells from MSCs (osteoblasts). The results show excellent performance with an
accuracy of nearly 1. The next step will be to extend the algorithm to large pop-
ulations of cells and tissues with the purpose to improve digital histopathology.
In section 2 a related works are described. Section 3 describes cell culture, how
was built e handled the dataset and the network used for detection and clas-
sification. Section 4 shows the results of training and accuracy of the method
applied. Section 5 summarizes our conclusions.

2 Related works

Image-based ML and, in particular, DL have recently shown expert-level accu-
racy in medical image classification, ranging from ophtalmology to diagnostic
pathology [2]. Within digital pathology, quantification and classification of digi-
tized tissue samples by supervised deep learning has shown good results even for
tasks previously considered too challenging to be accomplished with conventional
image analysis methods [3, 18, 8–10, 5].

Many tasks in digital pathology, such as counting mitoses, quantifying tumor
infiltrating immune cells, or tumor cell differentiation require the classification
of small clusters of cells up to single cell, if possible. For this purpose, we have
addressed our efforts to classify cultured cells with known grade of differentiation
with a supervised DL.

COD is a very recent technique of machine learning for the analysis of cancer.
A number of methods have been proposed to address the object recognition task
and many software frameworks have been implemented to develop and work with
deep learning networks (such as Caffe, Apache MXNet and many others).
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Among all such methods, Google TensorFlow is currently on e of the most
used framework and its Object Detection API emerged as a very powerful tool
for image recognition.

In [6] a guide for selecting the right architecture depending on speed, memory
and accuracy is provided.

Since our case requires the highest accuracy architecture allowable, we se-
lected the Faster Region Convolutional Neural Network (Faster R-CNN) [12,
13] that is a recent region proposal network sharing features with the detec-
tion network that improves both region proposal quality and object detection
accuracy.

Faster R-CNN uses two networks: a Region Proposal Network (RPN) to
generate region proposals and a detector network to discover object. The RPN
generates region proposals more quickly than the Selective Search [17] algorithm
used in previous solutions. By sharing information between the two networks,
the accuracy is also improved and this solution is currently the one with the best
results in the latest object detection competitions.

3 Material and Methods

3.1 Cells Culture

Normal, cancerous and mixed cells were cultured on glass slides, as follows:
i) Undifferentiated MSCs were isolated from human bone marrow according

to a previously reported method [15] and used to perform three culture strategies.
MSCs were plated on glass slides inside Petri dishes at a density of 20,000 cells
with 10% fetal bovine serum (FBS). The samples were cultured for 72 h, then
fixed in 1% neutral buffered formalin for 10 min at 4◦C.

ii) Osteosarcoma cells. MG-63 (human osteosarcoma cell line ATCC CRL-
1427) cells were seeded on 6 glass slides at 10,000 cells in Eagle’s Minimum
Essential Medium (EMEM) supplemented with 10% FBS and cultured for 72h;
thereafter the samples were formalin fixed, as in i).

iii) Mixed cancer and normal cells. MSCs were plated on 6 glass slides inside
Petri dishes at 10,000 cells with 10% FBS. In parallel, MG-63 cells were plated
at passage 2 on 6 well tissue culture plate (50,000 cells/2 ml) in EMEM supple-
mented with 10% FBS. After 24 h, the MG-63 cells were harvested and seeded
at 10,000 cells onto glass slides previously seeded with MSCs. After 72h the glass
slides were formalin fixed, as in i).

At each endpoint, all the samples were fixed in 1% (w/v) neutral buffered
formalin for 10min at 4◦C.

Morphologies are visible in Figure 1, as imaged by an inverted microscope
(Nikon Eclipse Ti-E).

3.2 Data set collection and annotation

Collected images have been divided into two groups, a test set and a validation
set. The test set images have been labeled by the domain expert using the
LabelImg Software [16].
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Fig. 1. Morphology of osteoblast cells, (left, 10× objective, scale bar 100µm), and
osteosarcoma cells (right, 20× objective, scale bar 50µm).

Overall 229 objects where labeled in 48 images used for training, and 12
were used for validation, that is the size ratio of the classification network in
comparison to the size of the training was 80/20.
Categories used to label were five:

– single cancer cell
– cancer cluster
– single MSC cell
– MSC cluster
– artifact

Image and labels have then been converted into the relative TensorFlow
formats: images into the TensorFlow record, and labels into Comma Separated
Values (CSV) listing: each row of the CSV contains the filename, the image
dimensions, the label and the top-left and bottom-right corner of the object
determined by the domain expert.

An excerpt from the above CSV file is shown in figure 2.

3.3 CNN for cell detection and classification

We have then trained a Faster R-CNN that uses two modules, a deep fully con-
volutional network that proposes regions, and another module is the Fast Region
Convolutional Neural Network detector using the proposed regions [12]. Specif-
ically we selected the Inception Resnet v2 model, using TensorFlow GPU [1].
The inference graph produced has been exported and tested using new sample,
that is on the validation set.

4 Results

4.1 CNN Training

A double test has been performed, due to the fact that images were obtained
using two different inverted optical microscopes with grayscale and RGB, with
green background density, respectively.
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Fig. 2. Excerpt of CSV file

Then images produced with both microscopes have been converted into
grayscale using [4] and a new training has been performed.

The training phase lasted five days for both the training sets using 300 regions
proposals and a random horizontal flip has been applied to increase the number
of samples and accuracy.

Both the inference graphs produced have been exported and tested for inference
on new samples.

The following is an example of localization and recognition using the first
graph on a RGB image.

The following is an example of the second graph localization and recognition on
another gray-scale image.

The training has been performed on a personal computer equipped with a
4 cores 8 threads Intel(R) Core(TM) i7-4770 CPU @ 3.40 with 16 Giga Bytes
DDR3 of RAM, an Nvidia Titan X powered with Pascal, and Ubuntu 16.04 as
operative system.

4.2 CNN accuracy

Accuracy of the first trained graph on RGB images tested only on the RGB
images is 0.97.

Accuracy have been also checked on all the validation set and the results are:

– 1 error

– 1 not determined
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Fig. 3. An example of RGB image with localized and recognized objects under inves-
tigation. The ability of our method to discriminate between single or cell clusters is
remarkable.

Fig. 4. An example of gray-scale image with localized and recognized objects under
investigation. As in figure 3, the ability to discriminate between single and cell clusters
is excellent.
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With the second graph, obtained as the first one after 106000 cycles, the
accuracy is again 0.97. By checking the inference on all the validation set we
obtained the following results:

– 1 not determined
– 1 false positive

Figg. 3 and 4 show localized and recognized objects of the two training.
In figure 5 the trained graphs of the second test are shown: not only the Total

Loss but also all the other region and box classification and localization graphs
after 20,000 cycles tend to stabilize and then go close to zero.

On the basis of these results, the additional color layers seems not significant.

Fig. 5. Training graphs of the gray-scale test

Localization and recognition of new images require less than one second on
a personal computer with a modern Intel I7 CPU.

5 Conclusions

Classification of single or small clusters of cancer cells is a crucial question for
early diagnosis. In this paper, a Deep Learning approach to recognize single or
small clusters of cancer cells have been presented. The Deep Learning method
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adopted was based on Faster-RCNN technique. The ability of such algorithm to
identify and classify approximately the 100% of the investigated cells potentially
will allow us to extend the method to large population cells or tissues.
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