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Abstract Motion capture data digitally represent human movements by se-
quences of 3D skeleton configurations. Such spatio-temporal data, often re-
corded in the stream-based nature, need to be efficiently processed to detect
high-interest actions, for example, in human-computer interaction to under-
stand hand gestures in real time. Alternatively, automatically annotated parts
of a continuous stream can be persistently stored to become searchable, and
thus reusable for future retrieval or pattern mining. In this paper, we focus
on multi-label detection of user-specified actions in unsegmented sequences
as well as continuous streams. In particular, we utilize the current advances
in recurrent neural networks and adopt a unidirectional LSTM model to ef-
fectively encode the skeleton frames within the hidden network states. The
model learns what subsequences of encoded frames belong to the specified ac-
tion classes within the training phase. The learned representations of classes
are then employed within the annotation phase to infer the probability that
an incoming skeleton frame belongs to a given action class. The computed
probabilities are finally compared against a learned threshold to automati-
cally determine the beginnings and endings of actions. To further enhance
the annotation accuracy, we utilize a bidirectional LSTM model to estimate
class probabilities by considering not only the past frames but also the fu-
ture ones. We extensively evaluate both the models on the three use cases of
real-time stream annotation, offline annotation of long sequences, and early
action detection and prediction. The experiments demonstrate that our mod-
els outperform the state of the art in effectiveness and are at least one order
of magnitude more efficient, being able to annotate 10 k frames per second.
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1 Introduction

Motion capture data, or simply motion data, are 3D trajectories of human-
skeleton joints recorded in a frame-by-frame manner. Current research mainly
focuses on recognizing the classes of already segmented actions, based on the
pre-classified training data [35,47,10,12,18,5,28,32,47]. Recognizing actions
is quite difficult because the same actions can be performed by various sub-
jects in a number of alternatives that vary in spatio-temporal configurations,
i.e., speeds, timings or positions in space. To effectively learn the spatial and
temporal motion characteristics, the state-of-the-art approaches often involve
deep convolutional [23,35] and Long-Short Term Memory (LSTM) neural net-
works [28,47,32,36]. Compared to the traditional model-based approaches [42,
39,18] and classifiers [34,45,38], deep learning exhibits a great ability to rec-
ognize patterns in multimedia data [2,3].

All the action recognition approaches mentioned above, however, can clas-
sify only the actions that are already manually pre-segmented in advance. But
motion data are often recorded continuously in form of unsegmented skele-
ton sequences or pseudo-infinite streams. Only a few approaches [30,41,46,11,
43,6,37,27] are able to detect actions within such unsegmented sequences or
streams. The task of action detection, also referred to as stream or sequence an-
notation, constitutes a much more difficult problem than recognizing classes
of short action clips because the beginnings and endings of actions are un-
known and have to be determined precisely. It is even harder in time-critical
applications (e.g., security) where high-interest actions (e.g., drawing a gun)
are required to be detected immediately, within a maximum delay in order of
tens to hundreds of milliseconds.

Based on the application scenario, the annotation task can be solved by
offline or online algorithms. The online ones can process only the currently
accessible part of a skeleton stream and have to make irrevocable decisions
in real time, while the offline ones can process an input skeleton sequence as
a whole and analyze not only preceding but also succeeding frames. In this
paper, we focus on both scenarios of offline sequence annotation and online an-
notation of continuous streams. We also concentrate on action early-detection
and prediction of actions shortly before they happen. For these scenarios, we
perform a task of supervised and multi-label annotation, i.e., we expect that
multiple actions can happen simultaneously and that some small amount of
annotated sequences is available for the training purposes.

2 Related Work

While the action recognition paradigm is well-solved by many state-of-the-
art classifiers [9], the offline and online annotation tasks still lack effective
and efficient approaches. Effective unsupervised (category-blind) annotation
approaches [13,21,44] exist, but they are hardly applicable for the real-time
annotation as they need to process the whole motion sequence in advance to



Title Suppressed Due to Excessive Length 3

discover and learn the discriminative repeating patterns first. On the other
hand, supervised annotation approaches [41,46,11,43] can effectively process
motion sequences in the stream-based nature to discover class-relevant frames
or segments. In the following, we describe existing motion features and com-
pare the traditional segment-based approaches with the frame-based variants
of annotation algorithms.

2.1 Motion Features and Their Comparison

In the majority of related work as well as in this work, the spatio-temporal
motion data is normalized [33] to become invariant towards the subject’s po-
sition, orientation, and skeleton size. In particular, the skeleton in each frame
is moved by pinning the root joint (see Figure 1) into the origin (0, 0, 0) and
rotated so that the skeleton hips are facing the fixed direction. The normal-
ized data are further processed to extract descriptive frame-based [10,41,46,
47,30] or segment-based features [16,12,35]. Features can be compared for
(dis)similarity by various distance measures, such as the Euclidean distance
in [35], Hamming distance in [40], Dynamic Time Warping (DTW) in [5] or
its variants in [30,13]. To avoid costly feature extraction and comparison, fea-
tures can be embedded in the stateful automatons, graph-based models [41],
or, similarly to our approach, extracted from hidden states of deep neural
networks [37,27].

2.2 Segment-based Annotation

A continuous motion sequence or stream is gradually partitioned into short
segments, typically using a no-prior knowledge partitioning [30,11,4]. The seg-
ments are identified using the traditional principle of sliding window that is
shifted in a systematic and overlapping manner, which introduces a non-trivial
replication of the input data. For instance, a multiple simultaneous sliding
windows of different lengths in [11] cause a 20-fold increase in the data repli-
cation. To avoid a high segmentation overlap, a non-linear segmentation [6]
is proposed to produce varying-length segments that carry a semantic power.
The segments need to be processed to extract segment-level features that are
used to retrieve the nearest matches within the features of the predefined class
samples. If the similarity between a segment and its nearest match is high, the
nearest-match class is considered as the segment label [11,30]. However, com-
paring the features of a large number of segments with a lot of provided action
samples can be computationally demanding, especially when the costly DTW
function of quadratic time complexity is employed [30]. Moreover, the labelled
segments do not have to straightforwardly mark the precise beginnings and
endings of actions. Another disadvantage is that each segment has to be first
read from a stream before its processing begins, implying that annotations
are discovered with a slight delay. Due to these disadvantages, the frame-level
annotation based on deep recurrent learning is preferred in this work.
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2.3 Frame-based Annotation

To avoid the disadvantages of the segment-based approach, per-class prob-
abilities can be estimated for each frame to immediately infer the labels of
classes, by exploiting the learned class representations. To enhance the anno-
tation quality, the contextual information of so-far scanned frames is continu-
ously encoded, for example, in the recurrent frame-based features [46], hidden
states of auto-encoders [7], deep beliefs [41] or recurrent neural networks [17].
The LSTM recurrent neural networks [37,27] are very effective in preserving
semantic context in the hidden states of the LSTM cells, compared for exam-
ple to linear SVM classifiers that need to model the temporal context within
the frame-level features [39]. In [37], two separate attention network modules
are embedded, one spatial for discovering the most descriptive joints and one
temporal for discovering the most important key poses. Similarly, in [27] a
two-branch model is used, one branch is used for classification and one for es-
timating beginnings and endings of actions. In both cases, only one class can
be annotated at the same time simultaneously. Also, the networks are very
deep, containing multiple (3+) layers of LSTM cells and (4+) fully connected
layers. We propose rather a light-weight architecture with only one LSTM cell
for online annotation and two for offline annotation, which makes the training
and annotation process more efficient.

2.4 Early Detection and Prediction

Learning-based frame-level approaches [37,27] and traditional segment-based
retrieval approaches [11] are able to annotate motion sequences or streams in
real time; meaning that the average frame annotation rate is higher than the
actual frame rate. The major difference is that the frame-based annotation
approaches [29,26,27] are additionally suitable for the task of early detection,
i.e., discovering the beginnings of actions even before they finish. By increasing
the accepting sensitivity, actions can be even predicted several frames ahead [7,
17], usually at the cost of lower recognition accuracy. Action prediction is
important in time-critical applications, for example, in gesture recognition for
game play [20].

2.5 Our Contributions

To significantly outperform the current algorithms for annotating skeleton
sequences, we employ the LSTM-based recurrent neural networks that have
already proved successful in recognizing short pre-segmented actions [28,32,
47]. In particular, we propose an online action detection algorithm (Online-
LSTM) that is able to recognize precise beginnings and endings of concurrent
actions within motion streams. We show that the beginnings of actions are
detected immediately, without the necessity to wait for their termination and
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that by increasing the sensitivity of accepting thresholds, actions can even
be predicted a few hundreds milliseconds ahead. Additionally, we propose an
offline algorithm (Offline-LSTM) that utilizes a bidirectional LSTM network to
further enhance the annotation accuracy by analyzing future-to-past context.
In contrast to standard algorithms, both approaches provide a multi-label
annotation of actions that can be performed concurrently.

Both online and offline annotation scenarios are experimentally evaluated
on real-life skeleton streams as well as unsegmented sequences on a standard-
ized dataset from both effectiveness and efficiency points of view. We further
analyze how the annotation quality is influenced by changing the frame-per-
second rate. The achieved results are measured using well-established metrics
(F-measure and Average Precision) and compared with the state-of-the-art
approaches. Our approach achieves not only clearly higher effectiveness but
shows a superior performance as it is at least one order of magnitude more
efficient than other state-of-the-art annotation algorithms.

3 Methodology

We formally define motion capture data and the problem of their multi-label
annotation. Then, we introduce two approaches (Online-LSTM and Offline-
LSTM) based on recurrent neural networks to perform online annotation of
streams and offline annotation of sequences.

3.1 Problem Definition

A motion sequence (or simply motion) is represented by a sequence (P1, . . . , Pn)
of consecutive skeleton poses Pi (i ∈ [1, n]). The total number n of skeleton
poses determines the motion length. The i-th pose Pi ∈ R93, captured at the
time moment i (1 ≤ i ≤ n), consists of 3D coordinates of 31 tracked joints, as
graphically illustrated in Figure 1.

Fig. 1 Skeleton with
31 joints. The root is
depicted by red color,
hips by blue color. Fig. 2 Simple illustration of the multi-label annotation.
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Table 1 Table of symbols.

Symbol Description
Pi i-th skeleton pose consisting of 3D joint coordinates
n total number of sequence poses
Cj j-th action class
m total number of action classes
yi,j ground-truth label of i-th pose and j-th action class
pi,j probability that the i-th pose belongs to the j-th action class

A stream is a motion sequence that is pseudo-infinite (i.e., the length n is
not bounded). In a given time moment, only a limited number of past frames
can be accessed in main memory and if they are not processed or stored,
they are lost. The difference between motion sequences and streams is that
sequences can be processed offline and as a whole, while streams require real-
time processing without any knowledge of the content coming in the future.

Simply illustrated in Figure 2, annotation, sometimes referred to as ac-
tion detection, is the problem of determining what subsequences of a stream
(resp. sequence) correspond to the predefined classes of actions. The prede-
fined training set C = (C1, . . . , Cm) consists of m classes, where each class
Cj (j ∈ [1,m]) is characterized by a non-empty set of action samples. The
supervised multi-label annotation task is formally defined as follows: given
the training set of classes C = (C1, . . . , Cm) and a sequence (P1, . . . , Pn) of
skeleton poses, determine for each pose the probabilities pi,j ∈ [0, 1] that the
pose Pi belongs to the class Cj , j ∈ [1,m]. Consequently, the j-th class is as-
signed to the i-th pose Pi if pi,j is greater than some fixed [11] or variable [13]
threshold. Since multiple classes of actions can happen simultaneously, the as-
signed annotations are not necessarily exclusive, i.e., multiple classes can be
assigned to a single pose. Thus, an independent set of probabilities for each
class is predicted, i.e.,

∑m
j=1 pi,j 6= 1. To train neural networks and verify

annotation results, the ground-truth labels are needed. They are denoted as:
y ∈ {0, 1}n×m, where yi,j = 1 if the i-th pose Pi belongs to class Cj ; yi,j = 0
otherwise.

Note that all the notations used throughout this paper are summarized in
Table 1.

3.2 Online-LSTM: Stream Annotation

We model all the probabilities pi,j of each incoming stream pose Pi (i ∈ N) to
belong to each class Cj (j ∈ [1,m]) with an architecture based on recurrent
neural networks (RNN). In particular, we adopt the Long Short-Term Memory
(LSTM) [15] in the recurrent part of the network due to its effectiveness already
proved in several sequence-modeling tasks [32,28,47]. LSTM is comprised of
learnable gating functions specifically designed to better manage the internal
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Fig. 3 Online-LSTM architecture.

memory state when coping with long sequences and mitigate the vanishing
gradient problem in RNNs.

The recurrent cell, which is applied to each pose of the stream, is defined
as follows. First, we embed each stream pose Pi ∈ R93 into a E-dimensional
space with a linear projection (with parameters WE ∈ R93×E and bE ∈ RE)
followed by a ReLU activation:

P ′i = ReLU(WE · Pi + bE). (1)

Learning a projection of the original data in the end-to-end training phase
permits us to work with data of reduced dimensionality and a higher level of
abstraction in the rest of the pipeline, with both effectiveness and efficiency
advantages with respect to original motion data.

The obtained embedded poses P ′i ∈ RE are then fed to a unidirectional
LSTM cell, which produces a H-dimensional hidden state vector hi ∈ RH :

hi = LSTM(P ′i , hi−1). (2)

The initial state h0 is set to zero. This state vector together with the consec-
utive pose Pi+1 are given as input to the next step.

At each step, the hidden state hi is used to efficiently encode the informa-
tion about the history of the poses seen so far. The prediction for each class
probability for the i-th pose Pi is obtained from the hidden state hi as follows:

pi,j = σj(WC · hi + bC) j ∈ [1,m], (3)

where WC ∈ RH×m and bC ∈ Rm are the parameters of a linear projection
with m outputs, and σj(·) denotes the result of the sigmoid function applied
to the j-th component of its argument. The whole architecture is denoted as
Online-LSTM; it is graphically illustrated in Figure 3.

We optimize the parameters (WE , bE , WC , bC , and LSTM parameters) by
minimizing the binary cross-entropy between the pose-level predictions and the
targets. Let yi,j be the ground-truth annotation of pose Pi (i.e., yi,j = 1 if Pi
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Fig. 4 The per-frame probability output pi,j for three different classes of “move” “pose” and
“turn” of the trained Online-LSTM model annotating a motion sequence of approximately
2,100 frames. The horizontal black line in the first row indicates the value of accepting
threshold. The resulting annotations (“Annot.”) and the ground-truth annotations (“GT”)
are shown below.

belongs to an action of class Cj ; yi,j = 0 otherwise) and pi,j be the probability
estimation of the network for pose Pi and class Cj , the loss function is then
defined as follows:

L = −
n∑

i=1

m∑
j=1

yi,j · log(pi,j) + (1− yi,j) · log(1− pi,j), (4)

where n is the length of the training sequence, and m the number of classes
to be recognized.

Once trained, in the test phase we obtain a hard annotation for each stream
pose Pi and each class Cj by applying a threshold to all the pi,j predictions, as
depicted in Figure 4. Moreover, we can define such a threshold independently
for each class. In the experiments, we evaluate different values of thresholds
and also introduce the way of their automatic tuning during the training phase.

This Online-LSTM architecture is particularly suited to be applied in on-
line stream processing scenarios because the annotation of the incoming pose
Pi+1 is obtained from the newly arrived data and the current hidden state hi
only.

3.3 Offline-LSTM: Enhanced Sequence Annotation

Albeit the Online-LSTM model described in Section 3.2 is eligible for online
annotation of a theoretically infinite stream, it is unable to exploit information
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Fig. 5 Offline-LSTM architecture.

about the future poses to refine the prediction of the current pose. For scenar-
ios where sequences of finite lengths can be annotated offline, we propose an
augmentation of the model in which we integrate the information about the
future in the current pose classification. We employ a bidirectional LSTM as
the recurrent neural network, which adds a second LSTM cell to process the
sequence in reverse, from the future to past. This cell is responsible to encode
the information of the future poses. Formally, the output of this newly added
LSTM is the following:

h′i = LSTM(P ′i , h
′
i+1), (5)

where P ′i is the embedding of pose Pi (defined in the same way as in Equa-
tion 1) and h′i is the hidden state. This hidden state is computed starting from
the current pose Pi and the previous state (in the future) h′i+1, thus encoding
the “future history” of all the poses Pi, Pi+1, . . . , Pn. The initial state h′n+1 is
set to zero.

In order to obtain an enhanced classification of the pose Pi, we combine
the past-to-future hi and future-to-past h′i states. Consequently, we obtain a
prediction as in Equation 3 that now, however, depends on the entire sequence:

pi,j = σj(WC · [hi|h′i] + bC) j ∈ [1,m], (6)

where [hi|h′i] is the concatenation of both past-to-future hi and future-to-past
h′i states, and the rest being the same as in Equation 3. This Offline-LSTM ar-
chitecture is graphically illustrated in Figure 5. Since the Offline-LSTM model
contains a second LSTM, we halve the dimensionality of hidden states for both
LSTMs (i.e., hi, h

′
i ∈ RH/2) to have roughly the same model capacity as in the

Online-LSTM model, described in Section 3.2. The Offline-LSTM model is
optimized using the same loss function as defined in Equation 4.
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4 Experimental Evaluation

The annotation quality of both the proposed Online-LSTM and Offline-LSTM
models is experimentally analyzed in terms of effectiveness and efficiency. The
models are also evaluated on three different application use cases: real-time
stream annotation, offline annotation of sequences, and action early-detection
and prediction. In addition, each use case is validated on three different subsets
of the HDM05 dataset [31]. The motivation for using this dataset is that
it provides overlapping ground truth, which is suitable for the evaluation of
multi-label annotation task, and recognizes up to 130 classes, which is the
highest number of classes with respect to existing datasets. The best-achieved
results are compared with the state-of-the-art approaches evaluated on the
same HDM05 dataset.

4.1 Dataset

The HDM05 dataset [31] contains 324 sequences performed by 5 different sub-
jects. The total length of all sequences is about 3.5 hours, which corresponds
to 1.5 M frames with a sampling frequency of 120 Hz. The dataset provides the
following ground-truth sets that label subsequences of selected sequences by
different motion classes.

– HDM05-15: 1, 464 actions in 15 non-uniformly populated classes, such
as “rotate arms”, “kick” or “exercise”. The shortest action takes 0.34 s
(41 frames) while the longest one has 17.2 s (2, 063 frames). These actions
are annotated within 102 motion sequences (491, 847 frames in total ∼
68minutes).

– HDM05-130: 2, 345 actions in 130 classes, with the shortest and longest
action of 0.1 s and 7.5 s (13 and 900 frames), respectively. The actions
are labeled within 238 sequences (1, 125, 652 frames ∼ 156minutes). This
ground truth has the additional two following variants:
– HDM05-65: A more granular categorization that divides all the 2, 345

actions into 65 more general classes, combining primarily repetitive
movements into the same class, e.g., “clap 1 repetition” and “clap 5
repetitions”. This categorization is also proposed in [10].

– HDM05-122: The same ground-truth as the HDM05-130 without the
8 least-populated classes containing a very low number of samples
(2, 328 actions are categorized in 122 classes in total). This catego-
rization also appears in [35].

The Online-LSTM and Offline-LSTM models are evaluated on the variants
of HDM05-15, HDM05-65 and HDM05-122 ground-truth sets. For simplicity,
we call individual ground-truth variants as datasets. For each variant, available
motion sequences are split roughly into halves in order to apply the 2-fold
cross-validation procedure. The sizes of splits are specified in Table 2 for the
individual variants.
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Dataset Fold Sequences Frames Minutes Annotations

HDM05-15
#1 38 225, 319 31.3 min 742
#2 64 266, 528 37.0 min 722

HDM05-65/122
#1 105 486, 788 67.6 min 1,151
#2 133 638, 864 88.7 min 1,177

Table 2 Partitioning sequences of each dataset into two folds (the HDM05-65 and HDM05-
122 datasets have the same folds since they are defined over the same sequences) to contain a
similar number of annotated subsequences (the Annotations column). The column Sequences
denotes the number of sequences contained in a specific fold, while Frames and Minutes
columns state the total length of all sequences in the number of frames and minutes.

4.2 Experimental Protocol

In the first pass of the 2-fold cross-validation procedure, the first fold is used
for training and the second one for testing the annotation. Within the training
phase, the training sequences are used to train neural-network architectures
of Online-LSTM and Offline-LSTM models, based on the description in Sec-
tion 3.2 and Section 3.3. In the second pass, the training and test folds are
swapped.

4.2.1 Training Details

We train our models using the Adam optimizer [19] with a learning rate of
0.0005. We update the parameters after every sequence is fed to the network
(i.e., the batch size is 1). As regularization techniques, we apply an L2 weight
decay of 0.0001, we clip the norm of the gradients to a maximum value of 10,
and apply dropout with a keep probability of 0.5 after the embedding layer
and before the classifier. We train both models for 200 epochs, selecting as
the final model the one yielding the best micro-AP metric on the test fold.
The dimensionality of the embeddings E and of the hidden state vector H are
selected to be respectively 64 and 1, 024 for both models, as they achieve the
most reasonable trade-off between accuracy and performance when detecting
122 action classes – we empirically observed that higher dimensionalities only
provide negligible or no improvements.

4.2.2 Metrics

For each pass, efficiency is measured as the average time to annotate a single
frame based on the total annotation time and the total number of frames. The
accuracy is quantified by two standard metrics: F-measure (F1) score and
Average Precision (AP ) score. Both these scores are based on the precision
and recall metrics that are computed on the level of individual frames as:

– Precision: the ratio of correctly annotated frames and all the model-annotated
frames on test sequences;
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– Recall : the ratio of correctly annotated frames and all the ground-truth
annotated frames on test sequences.

The values of the precision and recall are sensitive to the settings of an accep-
tance threshold on action-pose probability. Higher values increase the preci-
sion, but many annotations can be falsely rejected. On the other hand, select-
ing very low values causes that nearly all poses are labeled by all the classes.
This is the reason why we select all possible settings of thresholds to report the
trade-off between recall and precision. Considering t ∈ N different threshold
settings, the F1 and AP scores are defined as:

– F1 score: the harmonic mean between precision (Precisioni) and recall
(Recalli) with respect to the i-th threshold value (i ∈ [1, t]) computed as:
F1 = 2 · (Precisioni ·Recalli)/(Precisioni +Recalli);

– AP score: the area under the precision-recall curve computed as a weighted
mean of precisions at each unique threshold value i, where the increase in
recall from the previous threshold is used as the weight:

AP =

t∑
i=1

(Recalli −Recalli−1) · Precisioni. (7)

While the F1 score is traditionally reported for the best-performing thresh-
old with the most optimistic values of precision and recall, the AP score is
a more realistic metric expressing the annotation behavior disregarding one
fixed, possibly extrapolated, threshold.

These scores are obtained for each sequence and for each class, and they
can be averaged on either micro or macro level to obtain a unique global met-
ric. The micro-averaging method computes the metric over all model-provided
annotations with respect to the ground truth annotations globally, disregard-
ing the cardinality of classes. Micro-F1 and micro-AP metrics are computed
using the micro-averaged precision (micro-P ) and recall (micro-R) defined as:

micro-P =

∑m
j=1 TPj∑m

j=1 TPj + FPj
, micro-R =

∑m
j=1 TPj∑m

j=1 TPj + FNj
, (8)

where TPj ,FPj ,FNj are respectively the number of True Positives, False Pos-
itives, and False Negatives of class j. Consequently, the micro-averaged metric
can be strongly biased towards more frequent classes, while ignoring the less
frequent ones. In such case, the macro-averaging method is useful as it com-
putes the average from all the per-class metrics disregarding the individual
class sizes:

macro-F1 =
1

m

m∑
j=1

F1,j , macro-AP =
1

m

m∑
j=1

APj , (9)

where F1,j and APj are respectively the F1 and AP scores computed for the
j-th class. The accuracy as well as the efficiency of a given annotation model
are finally expressed as an average over both folds.
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4.2.3 Thresholds on Action-Pose Probability

To determine the beginnings and endings of actions, an acceptance threshold
on pose probability has to be specified. We define either a single global (GL)
action-pose threshold same for all the classes, or multiple class-based (CB)
thresholds computed for each class independently. The values of both variants
of global and class-based thresholds can be either automatically derived from
the training data only, or purposely set to best fit on the test data. These
variants are further analyzed in more detail.

4.3 Thresholds and Annotation Accuracy

To express the trade-off between precision and recall, each experiment is eval-
uated using all possible threshold values (within interval [0, 1]) on action-pose
probability. Figure 6 illustrates such trade-offs calculated for both Online-
LSTM and Offline-LSTM using the global-threshold approach on the sequences
of the HDM05-15 dataset. The computed precision-recall curves constitute an
overall annotation accuracy – the larger under-curve area, the higher annota-
tion quality. We quantify the areas by the AP score, which reaches high values
of 88.22 % and 88.88 % for the Online-LSTM and Offline-LSTM, respectively.

In contrast to the AP score, the F1 score depends on the specific thresh-
old selection. We automatically derive the suitable threshold as the value that
achieves the highest F1 score on the training sequences. We denote this fair-
fit threshold-selection scenario as FF . Alternatively, the best-fit threshold-
selection scenario is computed as the threshold achieving the highest annota-
tion accuracy on the test data and is denoted as BF . The best-fit threshold
reflects the upper bound on the annotation accuracy and is commonly used in
the state-of-the-art papers [11,30].

Table 3 presents the accuracy results of Online-LSTM for both scenarios of
the fair-fit (FF) and best-fit (BF) threshold selection. Both these scenarios are
further evaluated using global (GL) and class-based (CB) thresholds. For ex-

0.0 0.2 0.4 0.6 0.8 1.0
Recall

0.0

0.2

0.4

0.6

0.8

1.0

P
re

ci
si

on

Online-LSTM

Offine-LSTM

Fig. 6 Illustration of the precision-recall curves and AP scores (AP = 88.22 % for Online-
LSTM and AP = 88.88 % for Offline-LSTM) computed using the global-threshold approach
on sequences of the HDM05-15 dataset.
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Metric Thresh. HDM05-15 HDM05-65 HDM05-122

AP - 88.22±0.02% 64.00±2.45% 47.03±2.21%

F1
FF-GL 79.17±0.04% 59.81±2.80% 47.66±1.73%
FF-CB 79.10±0.41% 61.23±1.10% 46.17±2.53%

F1
BF-GL 79.47±0.32% 60.86±2.06% 48.37±1.97%
BF-CB 80.25±0.18% 63.80±0.86% 48.89±1.25%

Table 3 Annotation accuracy of the Online-LSTM model based on the global (GL) and
class-based (CB) thresholds derived from either training (FF-), or test (BF-) data. The AP
and F1 metrics are computed on the micro-level approach.

Metric Thresh. HDM05-15 HDM05-65 HDM05-122

AP - 88.88±0.06% 70.21±0.25% 60.59±0.69%

F1
FF-GL 80.69±0.60% 64.82±0.28% 57.66±1.32%
FF-CB 80.93±0.18% 68.01±0.24% 45.61±16.57%

F1
BF-GL 81.08±0.26% 66.03±1.44% 58.83±1.02%
BF-CB 82.11±0.21% 72.21±0.95% 65.18±0.97%

Table 4 Annotation accuracy of the Offline-LSTM model based on the global (GL) and
class-based (CB) thresholds derived from either training (FF-), or test (BF-) data. The AP
and F1 metrics are computed on the micro-level approach.

ample, the FF-CB variant automatically learns the 15, 65 and 122 independent
threshold values for the HDM05-15, -65 and -122 datasets, respectively. The
difference between fair-fit and best-fit results are surprisingly low – around
1 percentage point on average across the datasets –, which demonstrates the
ability of the approach to automatically derive appropriate thresholds from
the training sequences only. The second observation is that the class-based
thresholds in the best-fit scenario (BF-CB) obviously outperform the single
global threshold (BF-GL). Unexpectedly, in the fair-fit scenario, the class-
based thresholds (FF-CB) perform worse on the HDM05-122 dataset with re-
spect to the global threshold (FF-GL). This ambiguity is caused by over-fitting
of the fair-fit thresholds since the categories are very sparse and have uneven
distribution of samples, which results in two different thresholds across the
two folds. This phenomenon is even more noticeable in the FF-CB scenario of
Offline-LSTM in Table 4, where a set of one-fold thresholds is much narrower
than the other one. Consequently, very high standard deviations in FF-CB
can be observed.

Otherwise, the trends of Offline-LSTM depicted in Table 4 are similar
to the trends of Online-LSTM. As expected, Offline-LSTM outperforms the
results of Online-LSTM on all the scenarios and datasets because it addi-
tionally leverages the time-reverse knowledge. The noticeable improvement of
16 percentage points (i.e., 33 %) is reached on the BF-CB variant applied to
the most difficult HDM05-122 dataset.
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Fig. 7 Annotation accuracy of both Online-LSTM and Offline-LSTM evaluated using the
FF-GL scenario on the sequences of the three datasets with a varying frame-per-second rate
(on the x-axis of a logarithmic scale).

In the following experiments, we always consider the fair, train-data-derived,
global-threshold scenario (FF-GL), due to its universality and stability in the
achieved results across the folds and datasets.

4.4 Influence of the FPS-Rate

We analyze the robustness of the annotation models with respect to the input
quality of motion data, in terms of different frame-per-second (fps) rates. We
simulate a decreasing data quality by reducing the original 120-fps rate to
the 60-, 30-, 15-, 8-, 4-, 2- and 1-fps rate. The lower-quality sequence of the
i-fps rate is obtained by considering only each (120/i)-th frame of the original
motion sequence. In this way, we modify the training and test sequences of
both folds as well as the ground truth provided for all the three datasets.

Figure 7 depicts how the annotation accuracy of both the Online-LSTM
and Offline-LSTM models changes with respect to the varying fps rate on a
logarithmic scale. We can see that even a lower fps rate (around 8) is sufficient
to achieve a very high accuracy. On the HDM05-65 and HDM05-122 datasets,
the 8-fps rate even reaches the top accuracy. This is caused by the fact that
the shorter sequences are simpler for recurrent network learning while the key
movement characteristics are still preserved at this fps rate. Also, the beginning
and ending frames of actions at lower fps rates become less ambiguous to be
recognized. In the following sections, we always evaluate the experiments on
the highest data quality, i.e., recorded with the 120 poses per second.

4.5 Use Case 1: Real-Time Stream Annotation

To simulate a stream, the sequences of each test fold (out of 2) are concatenated
into one long sequence, separately for each of the three datasets HDM05-15,
HDM05-65, and HDM05-122. The total lengths of concatenated sequences
are in order of dozens of minutes – the exact times are specified in Table 2
for individual variants. To annotate such long sequences in the stream-like
environment, we can only utilize the Online-LSTM model that continuously
processes the sequence from the past to future. In particular, Online-LSTM
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Metric HDM05-15 HDM05-65 HDM05-122

micro-AP 86.46 ± 0.05% 38.73 ± 1.58% 26.87 ± 1.96%
macro-AP 79.49 ± 2.09% 46.78 ± 0.24% 28.75 ± 1.14%

micro-F1 77.80 ± 0.30% 42.36 ± 0.79% 33.01 ± 1.49%
macro-F1 73.13 ± 1.99% 31.92 ± 0.64% 19.73 ± 2.75%

Table 5 Annotation accuracy of Online-LSTM evaluated using the FF-GL scenario on
simulated stream data, independently produced for each of the three datasets.

processes the stream in a frame-by-frame fashion and requires only to access
the very last pose (i.e., the current frame). The most recent history is already
embedded in the hidden state. This is a great advantage against common
annotation approaches [30,11] that usually require a much longer time window
to analyze the past and current data at each time moment.

Table 5 depicts the results of stream-annotation effectiveness. For each
dataset, the average AP and F1 scores along with standard deviations over
both folds are evaluated on the micro as well as macro (i.e., class-average)
level. As expected the annotation accuracy decreases with an increasing num-
ber of classes to be recognized. In comparison with the results of AP and
F1 on the same FF-GL scenario in Table 3, the separate test sequences are
more effectively annotated than the same sequences concatenated into one
single stream. It is caused by the fact that artificially-linked stream data are
much longer than the training sequences and also contain hard cuts between
the concatenated sequences, on which the Online-LSTM model has not been
trained.

The total annotation time proportionally depends on the actual length
of the processed stream. Based on our measurements, a single pose is pro-
cessed and annotated in 0.13 ms. For example, the 120-fps-rate stream data
corresponding to the second-fold sequence of 37.0 minutes of the HDM05-15
dataset are processed in 35.3 seconds. This demonstrates that (potentially mul-
tiple) streams can clearly be annotated in real time. A more detailed evaluation
of efficiency is discussed in Section 4.8.

4.6 Use Case 2: Offline Sequence Annotation

In scenarios where motion data do not need to be processed in real time, the
Offline-LSTM model can be utilized to enhance the annotation effectiveness.
This model can be applied to the stored test sequences that are processed
from the past to future and simultaneously from the future to past. Table 6
demonstrates the results of Offline-LSTM on the FF-GL scenario and all the
three datasets. Compared to the stream-annotation use case in Table 5, all the
results are significantly better, mainly for the HDM05-65 and -122 datasets.
We mainly highlight a more than 80 % F1 accuracy on the HDM05-15 dataset.
This approach might be suitable to significantly reduce human costs for tasks
of automatic annotation of very large unannotated motion corpora, or segmen-
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Dataset HDM05-15 HDM05-65 HDM05-122

micro-AP 88.88±0.06% 70.21±0.25% 60.59±0.69%
macro-AP 84.39±1.68% 73.81±0.36% 63.72±2.54%

micro-F1 80.69±0.60% 64.82±0.28% 57.66±1.32%
macro-F1 75.39±1.61% 57.52±2.35% 44.12±0.18%

Table 6 Annotation accuracy of Offline-LSTM evaluated using the FF-GL scenario on the
test sequences of the three datasets.

tation of very long and continuous motion sequences to become searchable and
reusable.

4.7 Use Case 3: Early-Detection and Prediction of Actions

The majority of annotation approaches detect actions when they finish or even
with a short delay. This delay is caused, for example, by using a segmentation
policy that has to wait for the segment to be read as a whole before it can
be processed [11], or by a costly post-processing that is required to enhance
the detection of beginnings and endings of annotations [30]. Since the pro-
posed Online-LSTM model enables real-time stream annotation on the level
of individual frames, it can detect actions even before they finish, with high
confidence and only with a minimal delay.

The delay of detected actions is evaluated on the same setup as the first
use case, i.e., on the stream-based HDM05-15 dataset using the Online-LSTM
model. The delay is measured as a difference between the beginning times of
the action detected by Online-LSTM and that of the ground truth. A negative
value means that the action has been predicted before it even started, while
a positive one denotes how long it took to detect the action after its start.
An average delay is computed as the mean of all the annotation delays. Since
the average delay depends on the selection of an acceptance threshold, the
experiments are conducted for 500 threshold values evenly spaced within the
(0, 1) interval.

To fairly evaluate action-detection delays, we focus only on “correctly found
annotations” that have a high overlap with the ground-truth ones. The size
of overlap is quantified by IoU – the intersection of frames over the union
of frames, between the found and ground-truth annotations. The scatter plot
in Figure 8 shows that the found annotations that highly overlap with the
ground-truth ones have more stable delay values, whereas the delay of less
accurate annotations becomes quite spread. For this reason, we measure the
delay and accuracy only for those annotations that are closely related, i.e.,
have IoU ≥ 0.5.

Figure 9 depicts how the average delay relates to the annotation quality
expressed by the F1 score – the experiment is computed for the annotations
having IoU ≥ 0.5 for all the tested threshold values between (0, 1). As ex-
pected, higher thresholds give higher F1 scores at the expense of some delay
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Fig. 8 A scatter plot of Online-LSTM-based annotations that are correctly related to the
HDM05-15 ground truth with the corresponding IoU (intersection of frames over the union
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Fig. 9 Average delays and F1 scores obtained by Online-LSTM model on the HDM05-15
dataset for 500 different thresholds between (0, 1) color-coded on the right axis.

in the prediction. The highest F1 score is achieved with an average delay of
approximately 100 ms, which is slightly faster than average human reaction
time (0.25–0.35 seconds). Focusing on negative average delays, the actions can
be predicted 0.3 seconds before they happen with an F1 score of 0.5. Such
action prediction is especially useful in time-critical applications, for example,
in security or human-computer interaction, when actions are required to be
automatically detected at their early beginnings.
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4.8 Efficiency Evaluation

Efficiency is quantified in seconds and measured independently for the training
and annotation processes on a Linux machine with an i7-4790 3.60 GHz CPU
and one NVIDIA Tesla K40 card. We use PyTorch to implement and train our
models with GPU acceleration. The training process is quite efficient and does
not require partitioning the sequence data into segments and extracting their
features, as used in related papers [11]. The whole training takes roughly 5 and
3.5 hours to learn the Online-LSTM and Offline-LSTM model, respectively,
on the first HDM05-15 fold containing 38 sequences of the total length of
31.3 minutes.

The second HDM05-15 fold of 64 sequences (37 minutes in total) is very
efficiently annotated in 35.3 and 20.6 seconds by the Online-LSTM and Offline-
LSTM model. This means that a single pose is processed and annotated in
0.13ms by Online-LSTM and in 0.08ms by Offline-LSTM. Note that Offline-
LSTM is faster than Online-LSTM since matrix multiplications of two LSTMs
with hidden-state size of 512 (utilized by Offline-LSTM) are computationally
less expensive than a single LSTM with hidden-state size of 1, 024 (employed
by Online-LSTM).

The measured annotation times have the same trend also on the other folds
of the HDM05-65 and HDM05-122 datasets, as the performance is proportion-
ally dependent to the sequence length. This implies that annotation time is
about two orders of magnitude faster than the actual duration of a sequence,
even sampled with the 120-fps rate. With lower fps rates, the sequence is an-
notated even much faster. For example, considering the high-accurate 8-fps
rate, the 37-minute sequence is annotated in 1.5 seconds by the Offline-LSTM
model. At this reduced fps rate, as many as 1, 500 streams could be possibly
processed in real time at once.

4.9 Comparison with the State of the Art

We quantitatively compare effectiveness of our approach on the HDM05-15
dataset against two multi-label annotation approaches [11,30], and qualita-
tively to the methods [27,37,6,46,41] that closely relate to our work. However,
these approaches are evaluated on different datasets that do not provide the
multi-label (i.e., overlapping) ground-truth. Finally, a comparison of annota-
tion efficiency is provided in terms of annotation frame-per-second rate.

Effectiveness Quantitative Comparison. Evaluated on the same train/test data
and frame-level metric, our approach significantly outperforms approaches [30,
11], as demonstrated in Table 7. In particular, the retrieval-based approach
of Elias et al. [11] replicates the test sequences into multitude of short over-
lapping segments organized in a hierarchical way and matches them with the
training action samples using k-NN search. The best reported micro-F1 score
of 68.65 % is achieved. To avoid repetitive segment to action matching, each
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Train Test Train Per-frame processing time micro-
data data time F. ext. Annot. Total F1

[min] [min] [h] [ms] [ms] [ms] [%]

Müller (online) [30] 24 60 N/A 1.88 2.29 4.17 61.00
Müller (offline) [30] 24 60 N/A 1.88 0.15 2.03 75.00

Elias (online) [11] 17 51 2.0 7.13 0.48 7.61 68.65

Online-LSTM BF-GL 17 51 5.0 - 0.13 0.13 74.95
Offline-LSTM BF-GL 17 51 3.5 - 0.08 0.08 78.78

Table 7 Comparison with state-of-the art approaches on the HDM05-15 dataset.

action class is summarized by compact templates in [30]. These templates are
matched with data segments by the online annotation algorithm with the 61 %
F1 score. This result is significantly improved to 75 % by the offline genetic
algorithm that extracts characteristic motion key-poses from the whole data
sequence.

Effectiveness Qualitative Comparison. The most relevant approaches are the
LSTM recurrent networks [27,37] that achieve superior annotation results on
datasets captured by Kinect (OAD, G3D, PKU-MMD) that are challenging
due to their low frame-rate and high tracking errors. Both approaches utilize
very deep multi-layered architecture. In [27] two modules are used that require
multi-stage training – one for classification and one for detection of beginnings
and endings. Two attention modules are used also in [37]. We rather propose a
fast and light-weight solution that models classification and annotation within
one single LSTM cell simultaneously. However, the key difference is that we
provide multi-label output, whereas in [27,37] only a single action class can
be annotated at one time. Model-based approaches [41,46,6] reach very com-
petitive results on the MSRC-12 dataset [14], however, the reported F1 scores
are measured on the benevolent action level and not on the strict frame level.

Efficiency Comparison. We compare efficiency only among the online action
detection algorithms [27,37,6,46,41,30,11] since the requirement on timeliness
is more important than in offline processing. The comparison of annotation
efficiency is shown in Table 8 in terms of the annotation frame-per-second (fps)
rate, denoting the number of frames that could be possibly annotated within 1
second in real time. We can observe that all the compared methods provide a
real-time annotation for data of fps rate of 130 or lower. Our approach demon-
strates superior performance that is one order of magnitude more efficient that
related approaches, having the ability to annotate 40 streams simultaneously
at standard 30 fps rate in real time. This is primarily due to the light-weight
architecture of the proposed solution. Table 8 also summarizes the ability of
approaches to provide early detection (i.e., annotation of actions before they
finish) and prediction (i.e., annotation of actions before they start).
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Approach Prediction Early detection Annot. fps rate

JCR-RNN [27] X X 1, 230
STA-LSTM [37] X X N/A

CuDi3D [6] X X 670
SSS Squared+L21 [46] N/A X 500

DBN+HMM [41] × ∼ 1 s delay N/A
Müller et al. [30] × × 240

Elias et al. [11] × × 130

Online-LSTM (this work) X X 7, 700

Table 8 Comparison with the state-of-the art real-time annotation approaches.

5 Conclusions

Inspired by the recent advances in recurrent neural networks, we successfully
apply both unidirectional and bidirectional LSTM architectures to a demand-
ing task of multi-label action detection in unsegmented skeleton sequences1.
In particular, we introduce the Online-LSTM model suitable for time-critical
action early detection in skeleton streams, and the Offline-LSTM one that
further increases the accuracy when annotating long sequences offline. Both
approaches establish a new annotation baseline in accuracy on the HDM05-65
and HDM05-122 datasets – still being the largest publicly available dataset in
the number of classes – and additionally outperform the state-of-the-art result
on the HDM05-15 dataset. The accuracy is measured not only for the best-
performing threshold selection (F1 score) as presented in the majority of re-
lated work but also by the threshold-independent average precision (AP) that
better reflects the behavior between the precision and recall over all the pos-
sible threshold settings. The ability to detect actions with a minimum or even
no delay is demonstrated only with a slight decrease in precision. Moreover,
the ability to predict actions few hundreds milliseconds before they happen is
observed for annotations having a high IoU with the ground truth. A major
improvement in efficiency is demonstrated as it takes only 0.13 ms (Online-
LSTM) and 0.08 ms (Offline-LSTM) to annotate a single frame, which is much
more than one order of magnitude faster than the state-of-the-art action de-
tection approaches.

In the future, we plan to combine both the Online-LSTM and Offline-
LSTM models together to enhance the accuracy of online stream annotation
at the cost of very short delays. Also we want to extend the idea to other related
areas, such as video processing [24,25] and motion understanding from streams
of 2D skeleton poses [1,8]. Understanding entitativity and social interactions
in groups [22] are another promising future research directions.

1 The code to reproduce the experiments is publicly available at https://github.com/

fabiocarrara/mocap

https://github.com/fabiocarrara/mocap
https://github.com/fabiocarrara/mocap
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