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Abstract Since the publication of the AlexNet in 2012, Deep
Convolutional Neural Network models became the most promising and
powerful technique for image representation. Specifically, the ability of
their inner layers to extract high level abstractions of the input images,
called deep features vectors, has been employed. Such vectors live in
a high dimensional space in which an inner product and thus a met-
ric is defined. The latter allows to carry out similarity measurements
among them. This property is particularly useful in order to accomplish
tasks such as Face Recognition. Indeed, in order to identify a person
it is possible to compare deep features, used as face descriptors, from
different identities by means of their similarities. Surveillance systems,
among others, utilize this technique. To be precise, deep features extrac-
ted from probe images are matched against a database of descriptors
from known identities.
A critical point is that the database typically contains features extrac-
ted from high resolution images while the probes, taken by surveillance
cameras, can be at a very low resolution. Therefore, it is mandatory to
have a neural network which is able to extract deep features that are
robust with respect to resolution variations.
In this paper we discuss a CNN-based pipeline that we built for the task
of Face Recognition among images with different resolution. The entire
system relies on the ability of a CNN to extract deep features that can be
used to perform a similarity search in order to fulfill the face recognition
task.
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1 Introduction

Content based image retrieval (CBIR) is one of the most active research field
in the computer vision community. In this context, commonly faced tasks are
instance-level retrieval and class retrieval [16]. In the former, given a query
image, the goal is to retrieve images that contain the same object regardless of
image distortions such as different illumination, rotation or occlusion. Instead,
in the latter the purpose is to retrieve all the available images that belong to
the same class.
Before the advent of the Convolutional Neural Networks (CNN), the
scale-invariant feature transform [12] (SIFT) based methods were among
the most frequently used in order to extract global descriptors from the given
images. A breakthrough occurred in 2012 when the AlexNet [9] was created
and won the ImageNet Large Scale Visual Recognition Competition (ILSRVC)
improving upon the state-of-the-art by a noticeable margin. Since then,
CNN-based methods for image retrieval received considerably more attention
from the scientific community [1], [15].
Under the hood, these methods rely on the ability of deep models to extract the
so called deep features from given input images. From a theoretical perspective,
the inner layers of a CNN realize an abstraction of the input that describes spe-
cific concepts contained inside the data. Moreover, due to the typical structure
of deep models architecture, inner layers combine the information available from
previous layers thus achieving a higher level of abstraction that summarizes the
overall content of the input data. Based on this observation, deep features are
usually adopted as global descriptors for input images. Thus, the deeper the
layer from which we extract deep features is, the more descriptive of the input
they are. It is common practice to extract them from the penultimate layer of a
CNN.
As previously said, deep features are high dimensional vectors defined in a space
on which it is defined an inner product and thus a metric. This property is
fundamental since it allows to evaluate similarities among descriptors, extracted
from different images, that can be used as indicators of the similarities of the
content of the original data. An example of this principle is sketched in Figure 1.

Figure 1. Schematic example of a CNN-based features extraction method for images
that belong to two different classes. Vectors from same images tends to cluster in the
arrival space.



This concept is typically applied in the context of surveillance systems.
Indeed, in a scenario where an input face image is acquired by a camera, its
global descriptor is extracted and used in order to perform a similarity search
on a database (db) containing a gallery of features vectors that belong to known
identities. For example, the research in the db can be accomplished by evaluat-
ing the cosine similarity, or the Euclidean distance, among the probe and gallery
vectors.
The similarity search becomes even more challenging when gallery and probe
come from different resolution domains.
This is the background from which we started the study we present in this pa-
per. Our final goal is to conceive a pipeline for face recognition based on neural
networks. In order to extract deep features we used a pre-trained ResNet-50 [7]
architecture, with Squeeze-and-Excitation blocks [8]. The extracted descriptors
are then used to perform a similarity measurements.
The performance of the deep model used for features extraction has been evalu-
ated on the 1:1 verification protocol on the IARPA Janus Benchmark-B (IJB-B)
dataset [17].

1.1 Paper Organization

The remaining part of the paper is organized as follows. In Section 2 we briefly
review some related works. In Section 3 we describe in detail the pipeline that we
implemented. In Section 4 we present the experimental results. In Section 5 we
conclude the paper with a summary of the main results and future perspectives.

2 Related Works

Deep learning techniques are currently experiencing a huge expansion in their
field of application mainly as a result of the extremely high computational
power reached by the modern GPUs. Moreover, the existence of big data-
sets [11], [18], [3], [2] and [6] has made it possible to train neural networks and
to let them nearly reach human levels of performance when tested against tasks
such as image classification [9], object detection [4] and face recognition [14].
Due to its wide range of applications, the task of Face Recognition (FR) is
among the hottest topics in the computer vision community. In particular,
FR plays a key role in the context of smart surveillance systems [10], [13]. In
such systems, the case is usually that a low resolution face image, taken by
a surveillance camera, has to be matched against a database containing deep
features extracted from high resolution images.
To this end, several techniques have been developed in order to train deep
models to deal with low resolution images. Some examples are Super Resolution
and Common Space Projection techniques.
Super Resolution is a technique based on the ability of a neural network to
synthesize a high resolution image starting from a low resolution one. The
recognition task is later fulfilled in the high resolution domain [5].



One of the weaknesses of the super resolution technique is that the identity
information can be lost. In [20] they developed a neural network that, together
with the super resolution task, tries to recover the initial low resolution image
identity in the high resolution one.
Instead, Common Space Projection techniques concern the ability of a neural
networks to minimize the distance among deep features, in a common space,
extracted from a low resolution image and its high resolution counterpart.
For example, in [19] they train a two-branch CNN to learn a mapping from
high/low resolution domain to a common space. Specifically, given a low and
high resolution image, the model extracts features vectors of size 2048 and their
distance is evaluated and used as loss in order to lead the training towards the
desired direction.

3 Pipeline

In this section we briefly describe the main modules of the pipeline we developed.
A schematic view is shown in Figure 2.

Probe 
Gallery

Face Detector CNN for features extraction

Figure 2. Sketch of the implemented pipeline.

There are three main components at the heart of the system: a face detector,
a features extractor and a classifier. We will be focusing on the first two.
The face detection task is accomplished by means of a multi-stage architecture
that, given an input image, delivers the coordinates of the bounding boxes that
are centred around each face visible in the image. Specifically, we used the
Multi-task Cascaded Convolutional Neural Networks (MTCNN) [21]. This step
is performed once for each input frame. After all the faces have been identified
from the picture, they are cropped, preprocessed and then used as input for
the features extractor. The preprocess step includes the rescaling of the image
with the shortest side resized at 256 pixels, the cropping of the squared central



region with side of 224 pixels and the normalization of the image
The features extractor module is made of a ResNet-50 [7] architecture, equipped
with Squeeze-and-Excitation [8] blocks, that has been pretrained on the
VGGFace2 dataset [3].
Features vectors are extracted before the classification layer, they have dimen-
sionality equals to 2048 and they have been L2-normalized before to evaluate
any metric on them.

4 Experimental Tests

In order to test the performance of the features extractor we used the IJB-B
dataset [17]. In particular, we tested the model against the 1:1 verification pro-
tocol aiming to estimate its ability to extract discriminative features. Due to
the low resolution requirements for a surveillance system, we conducted the per-
formance evaluation using the dataset with different resolutions. In Figure 3, we
show an example of the various resolution versions of the test images. The first
column contains the full resolution test images while from the second to the last
column down sampled images in the [8, 256] pixels range are shown.

Figure 3. Example of images down sampled at various resolutions. First column: im-
ages at full resolutions. Second - Last columns: down sampled images in [8x, 256x]
pixels.

The resulting Receiver Operating Characteristic (ROC) for the 1:1 verifica-
tion task is shown in Figure 4.

In order to evaluate the similarity among the different features vectors we
measured the cosine similarity among them. As it is clear from Figure 4 the
performance of the features extractor are degraded for lower resolution, especially
below 32 pixels. Moreover in Table 1 we reported the True Acceptance Rate
(TAR) at a reference value for the False Acceptance Rate (FAR) of 1.e−3.
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Figure 4. Feature extractor Receiver Operating Characteristic (ROC) for different
values of the image resolution (DS stands for “Down Sampled”).

Table 1. True Acceptance Rate (TAR @ FAR = 1.e−3) for different values of the
images resolution.

Architecture TAR ( @ FAR = 1.e−3)
8 16 24 32 64 128 256

Se-ResNet-50 4.8 24.4 60.2 77.0 88.3 89.5 89.8

Up until now, we have considered the case in which the images had the
same resolution. In a real scenario it usually happens that probe and gallery
have different resolutions. For example, in the case of surveillance systems it
is common that the gallery database is populated with high resolution images
descriptors while the probe has a lower resolution.
In Table 2 we reported the value for the TAR @ FAR equals to 1.e−3 for the
cross resolution 1:1 verification task.
It is clear from Table 2 that the cross resolution face recognition task is very
challenging for a deep neural network model, especially when the images have
very low resolutions.

5 Conclusion and Future Experiments

Surveillance systems require high performance from CNN-based systems on the
face recognition task. Precisely, the deep models have to be robust with respect
to variations of the input image resolution since it is usually the case that low
resolution images, from surveillance cameras, have to be matched against a data-
base containing deep features extracted from high resolution images. In fact, the
descriptor extracted for each human face have to be robust with respect to res-
olution variations otherwise any kind of similarity search across the identities



Table 2. True Acceptance Rate (TAR @ FAR = 1.e−3) for 1:1 verification protocol
considering images with mixed resolutions.

Image Resolution (pixel)
8 16 24 32 64 128 256

8 4.8
16 0.2 24.4
24 0.2 18.6 60.2
32 0.2 9.0 65.3 77.0
64 0.2 2.9 60.4 80.5 88.3

Image

128 0.2 2.4 57.9 80.1 88.9 89.5

Resolution (pixel)

256 0.2 2.3 57.5 80.1 90.0 89.7 89.8

database will fail. We have seen that, even though there are models that per-
form well on the FR task, their performances suddenly drop when we used low
resolution images.
Although we have shown the feasibility of a pipeline for FR based on deep
models, we need to improve upon its performance especially in the case of mixed
resolutions. Thus, we are planning a new training campaign focused on the low
resolution domain below 32 pixels. Finally, we will pay particular attention to
the case of FR in which probe and gallery have different resolutions. What we
expect from such a campaign is that, even if we might obtain a small drop in the
performance at high resolution, the improvement at low and mixed resolutions
should outweigh that drop.
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