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Abstract—In distress and crisis situations, the way how the
rescuers answer is extremely important and critical. Rapidity
on which Search and Rescue (SAR) operations are deployed
and executed may have a high impact on the physical and
psychological health of the user in distress. The proposed tool aim
in localizing users in areas where any wired or wireless access
communication has been interrupted or not working properly
like earthquakes areas or mountains where no cellular signal are
available. The proposed system is deployed on top of a drone
capable to detect Wi-Fi beacons generated by distressed user’s
device Wi-Fi interface. Beacons acquired are analyzed through
the Complex Event Processor and after being aggregated with
the acquired GPS position sent to the ground station using LoRa
radio transmission protocol. The system has been tested in a
woods scenario for simulating the absence of the mobile cellular
signal and validating the proposed tracking approach.

Index Terms—LoRa, Search and Rescue, monitoring, UAV.

I. INTRODUCTION

Nowadays, UAS (Unmanned Aircraft Systems) are used
in several daily life contexts: from the entertainment video
recording to the e-commerce delivery. UAS has been initially
used only in industry and government context with high
development and maintenance costs. One of the emerging
environment on which UAS are used nowadays, is the context
related to the SAR - Search and Rescue activities. SAR oper-
ations are executed by national and international government
to search and rescue people missing or in distress situations.
Usually, the research activities led by national government
corps are executed through image capture by means of cameras
installed on top of the UAV and only in particular cases
different equipment like thermal imaging camera are used.

In this paper we propose a novel approach for executing
SAR operations by means of drones equipping a commercial
drone with a system able to capture Wi-Fi beacons generated
by any device, analyze it on board through a Complex Event
Processor (CEP) and send a notification, that contains GPS
position and information about the acquired signal, to a ground
station. Due to harsh environment and large distances that may
exists between the drone in flight and the ground station, the
UAS has been equipped with a Long Range (LoRa) radio
system device for communicating with the ground station.
The paper is organized as follows: Section II reports related

work, whereas the conceived system is composed by three
enabling technologies: UAS, LoRa, Monitoring and Complex
Event Processing. Section III presents the architecture of the
provided system highlighting the core components and their
interactions. To better clarify the potentialities of the proposed
approach, in Section IV, a use case in a woods scenario
is shown. A preliminary TestBed executed in a controlled
environment is presented in Section V and finally Section VI
concludes the paper and reports the future work.

II. BACKGROUND & RELATED WORKS

In the following, we focus on three main aspects that
equally contributes to the proposed SAR systems: the UAS
technologies, focusing on the differences between the state of
the art of the existing Unmanned Aircraft System used for
Search and Rescue operation; the Monitoring infrastructure,
focusing on the existing monitoring systems enhanced with
a CEP feed by rules and their possible evolution in terms of
event analysis; and the LoRa technologies, highlighting aspects
related to the IoT world and the advantages provided by this
enabling technology.

A. Search and Rescue systems based on UAS

The majority of the system taken in account, ground their
analysis on image analysis [1], executed directly on top of
the drone or sending data directly to a ground station for the
sampling [2], [3]. Some systems, focused on the localization of
person involved in avalanches, are connected with avalanche
transceiver [4]. Other systems are focused in using UAS catas-
trophic scenarios like heartquakes or other natural disasters [5],
[6]; while in [7] mobile networks are exploited for localizing
subjects during SAR operations.

In general, approaches related to the discovery of ob-
jects/person body are executing their images or data analysis
following one of the three approach proposed in Figure: 1:

(a) directly on board of the drone (it may requires high
computation resources depending of the used framework); (b)
in cloud, transferring data to a remote platform in order to
execute the analysis (it requires that in the area on which
the drone is executing SAR operations a network connection
capable to support the transmission of the data to analyse is
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Figure 1. Approaches in data analysis on drones

available); (c) on external devices like smartphones or tablet
(usually used as device for piloting drone).

The first approach, executing the analysis on board, avoid
problems related to the transmission of the acquired data
but would not resolve issues related to the extra power
supply needed to power up the devices on top of the drone
and the relatives performances. Sometimes, on top of the
drones, there is not enough calculating capacity for executing
some machine-learning algorithms and the weight due to the
required battery are not conform to the flight requirement
elicited by the drone. For this reason, the second option
(b) has been evaluated: sending data to a cloud platform in
order to externalize calculation. This method is based on the
transmission of data to an external server. The connectivity
requirement may interfere with the deployment of the system
in harsh environments where 3G/4G coverage may be limited
or not present, making it become useless the system. Last
method (c), aim to overtake the issues related to (a) and (b)
allocating calculation on mobile devices, like smartphones or
mobile phones, located on the ground. Even thought in the
last years mobile devices performances has been increased,
there is not enough calculation power that may satisfy the
requirement of image analysis algorithm in order to consider
solved the issue related to the consumption and calculation
power required.

B. LoRa

LoRa technology has been widely used in the Internet
of Things (IoT) world due to its transmission performance
over long distances, the low power consumption and limited
operational costs. Existing technologies like 3G/4G, if com-
pared, will result ineffective in terms of scalability and energy
consumption. This is also brought by the different design
requirements that should take in account the increasing amount
of bandwidth required by devices. In the near future, through
5G network slicing feature, this may change. LoRa related
works are mainly focused on four areas: (i) experiments for
evaluating performances of LoRa and LoRaWan networks [8],
[9]; (ii) usage of LP-WAN technologies on IoT domain [10],
[11] and their application on the farming systems [12] to
analyse soil and improve irrigation mechanism in order to
create an intelligent ecosystem; (iii) improving LoRaWAN
architectures has been explored in [13] and in [14] where
authors deal with security issues proposing a solution that aims
to enhance data protection using a HSM (Hardware Secure
Module); (iv) using LoRa technologies for SAR operations:

in particular in [15] authors use LoRa systems to pinpoint
humans in distress situation on a mountain scenario; in [16]
authors evaluates energy efficiency of a SAR system based and
in [17] LoRa technologies has been used as middleware in a
catastrophic scenario.

C. Monitoring and CEP

Monitoring activity has been defined as the process of
dynamic collection and interpretation of information in order
to understand or to bring out new knowledge [18]. In every
monitoring system, five core functions must be provided:

(i) data collection: collect raw data generated/acquired by
the execution of the system under test (SUT). This operation is
executed by means of probes, intercepting messages transmit-
ted across components [19] or through mechanisms provided
by the monitored system;

(ii) local interpretation: this functionality is referring to
the capability of a probe to filter redundant or not relevant
data for the sake of the analysis. This action will be executed
before sending data in order to reduce the amount of traffic
and computation overhead;

(iii) data transmission: when a distributed system is moni-
tored, the data transmission process is related to the sending
of the data from the SUT to the monitoring platform. This
process must be optimized in order to reduce the data traffic
avoiding to generate overload on the network that may interfer
with the evaluation;

(iv) data correlation: the new information acquired by
means of probes, instantiated in etherogeneous systems may
produce new and emergent knowledge. The resulting Complex
Events may represent unknown state of a system or being
ground for further analysis. The component that execute those
analysis is the CEP;

(v) notification: activity focused on providing and making
available the results of the analysis done by the CEP in order
execute countermeasures (proactive monitoring) [20], or to
enrich the knowledge base. The event-based approach allow to
abstract the monitored information from the context on which
has been generated in order to be aggregated by the inference
engine (CEP). An event is the atomic representation of a state
transition or of a modification of a parameter of the system
under monitoring. This transition is captured by a Probe, a
piece of software instantiated within the monitored system
with the aim to notify, in a specific language, to the CEP.

Monitoring technologies has been widely used for different
purposes like vehicular networks where they are integrated in
weather or traffic light systems [21], [22], to improve daily
life in smart-cities [23] or through the enhancements provided
by the CEP, they has been used for verifying and grant access
to resources through Access Control Policies monitoring [24]
or prudent resource usage in smart-cities [25].

III. ARCHITECTURE

Figure: 2 shows main uses cases (UCs) of the system. In
the following, UC available to each actor will be described:



• a Drone pilot can activate the Execute Rescue mission
UC. Execute Rescue mission includes two more UCs:
Scenario setup and TX to ground station. The UC Sce-
nario setup is representing the operation for setting up
the system configuration according to the operational
scenario of the rescue mission. The second one, called
TX to ground station is related to the transmission of
acquired information to the ground station using LoRa
radio protocol. This UC may be extended through TX di-
rectly to rescuer UC that involves directly the Terrestrial
rescuer.

• a Terrestrial rescuer may receive data directly from the
drone, as specified with the UC TX directly to rescuer,
that represents an extension of the basic UC TX to ground
station. The Terrestrial rescuer can receive data about
the position of the distressed user even through other
channels, eg.personal radio communication if he/she is
not in an area covered by the LoRa service on board of
the drone.

Figure 2. System’s use cases

As shown in Figure: 3 through a deployment diagram, the
system is composed by three nodes:

1) the main one called OnBoard Node, that represent the
logic of the system managed by a Raspberry-Pi,1;

2) the Ground Node representing the operative base station
that receive notification of data captured by the drone;

3) the Mobile Node, representing the device owned by the
user in distress.

The OnBoard Node is composed by four devices: a
Raspberry-PI, a LoRa Transmitter, a GPS module and a
Wi-Fi module. The connection between OnBoard Node and
Ground Node is managed by Lora Receiver installed on the
OnBoard Node and from the Lora Transmitter installed on the
Ground Node through LoRa radio modulation. The wireless
data generated by the Mobile Node are captured by the Wi-Fi
device on top of the OnBoard Node.

A. Hardware technologies

The hardware employed for assembling the system rely on
Raspberry-Pi mod 4 Mod B board that has been enhanced
through: a Wi-Fi 2.4/5 Ghz High-Gain antenna that supports

1https://www.raspberrypi.org/products/raspberry-pi-4-model-
b/specifications/

monitor mode in order to capture traffic, a GPS module and
a LoRa SX1275 ESP32 with dedicated antenna. The system,
shown in Figure: 7, is powered by a battery pack capable to
provide energy for 35 minutes that has been placed under the
Raspberry-Pi board with an overall weight of 188 gm.

B. Software technologies

Several technologies has been exploited for developing
the system, for space reason we will report only main
characteristics: Monitoring Infrastructure, Wi-Fi Probe, GPS
Probe, Serial Port Writer components has been developed
using OpenJDK Java 16 on Eclipse EE. The CEP inside the
Monitoring Infrastructure exploit Drools2 as inference engine
and language for providing rules. The capture of packets
over Wi-Fi has been carried out through tcpdump3 and the
middleware in charge of managing messages between probes
and CEP (JMS/MQTT Server component) has been realized by
means of Apache Artemis4. The software artifacts developed
for the Ground node and OnBoard Node and deployed on
LoRa devices has been made through Arduino development
IDE integrating libraries for managing Heltec ESP32 V2.

C. Localization mechanism

Every Wi-Fi device executes a loop scan process [26]
sending over the air a frame called Probe request. This frame
is sent even if the device is connected or not to a Wi-Fi
network, for this reason, the message is not encrypted. This
process allow the device to verify, if around it, an already
known Wi-Fi network is available in order to connect to it
automatically. The same process is executed also in order to
verify if a network with an higher signal strength is available
for executing handover procedure. In Figure: 4 a graphical
representation of the Probe Request process is depicted. The
client on the left sent a Probe Request message on a channel
and wait for a response for a specific time-frame [27]. Access
points available on the same channel, will respond to the
request using a frame called Probe Response. In order to
localize missing person, the detection of a Probe request
message in a rescue area, may indicate the presence of a device
within it. In a research scenario as a woods, considering that
in the surrounding area of a missing person should not be
present any other people (devices), the detection of a probing
message can be considered an interesting data for the sake
of localization. In some cases the Probe Request or Beacon
messages detected, may be confused with messages generated
by the devices owned by the Terrestrial rescuer operating
in the same area. For this reason, the CEP can execute a
check between the list of mac address associated to Terrestrial
rescuer and the detected one, avoiding false positives.

D. Event representation

The communication between Probes and Monitoring Infras-
tructure exploit a event-based publish-subscribe architecture

2https://www.drools.org/
3https://www.tcpdump.org/manpages/tcpdump.1.html
4https://activemq.apache.org/components/artemis/



Figure 3. Infrastructure of the proposed system

Figure 4. Probe request process executed by any Wi-Fi device

on which events generated by probes are sent to the CEP
for being analyzed. In order to capture correctly an event,
we must consider Timestamp, Sender, Destination, EventName,
EventData parameters. In Figure: 5 the hierarchy between the
Event<T> interface and ConcernAbstractEvent<T> abstract
class is depicted.

Figure 5. Class diagram of events used for event-based monitoring

To enhance precision and speed of the CEP
analysis, the event object has been extended through
ConcernGPSEvent<T> and ConcernWiFiEvent<T> objects
in order to capture parameters useful to the analysis. The
ConcernGpsEvent<T> contains information related to
latitude and longitude captured by the GPS device. The
ConcernWiFiEvent<T> contains information about MAC
Address and to the receivedDb that refers to the power of
signal captured and also using the PacketType field system
may speeding up analysis about frame type captured.

IV. USE CASE DESCRIPTION

The main scenario on which the system will be tested is a
woods environment. We suppose that a person loses his way
back or suffers a more or less serious accident in an area
characterized by dense bush and lack of cellular service cov-
erage, which prevents him from sending emergency requests,
if he is conscious, or from being tracked down via base station
triangulation by the rescuers. In woods, usually we can find
inexperienced hikers, therefore to speed up rescue operations
it is necessary to provide more efficient support of visual
analysis through cameras on board the drone as it is performed
actually, especially considering that dense bush could inhibit
photographic analysis. For this scope, the system will be
configured for capturing data (i.e.,Probe request, Beacon),
associate it with the GPS position gathered from GPS module
and notify in through LoRa to the Ground Station or directly
to the Terrestrial rescuer. Once the system has been set-up and
all the components involved are running, the mission can start
and the Drone pilot will fly the drone above the woods. The
interaction occurred within the system are shown in Figure 6.
The GPS Probe retrieves information from the GPS module
notifying it to the Monitoring Infrastructure (messages 1, 2
and 3). The external Wi-Fi module, configured in monitor
mode is attempting to intercept any packet (message 5),
according to the procedures described in Section III-C. The
message 6 is represented by an UML element, called Found
Message, which identifies a message without a known sender
but which can have a recipient, in this case has been sent
in broadcast. The Wi-Fi Probe receives the message captured
by the Wi-Fi module, extracts the MAC Address, create the
event described in Section III-D (message 8) and notify it
through the JMS/MQTT Server message broker (message 9)
to the Monitoring Infrastructure (message 10). Monitoring
Infrastructure will perform inference analysis between the
messages and the rules contained in its knowledge base
(message 11) and if the messages received can be considered
valid, a notification (12) will be sent to the Serial Port Writer,
containing the data to be transmitted to the Ground Node. The
message, containing the GPS position where the data has been



Figure 6. Activity diagram of the woods scenario.

captured, will be transmitted using the LoRa module managed
by the Sender Module (message 13).

V. PERFORMANCE OF THE PROPOSED SAR SYSTEM

A. Testbed

In order to test the capability of the system, the hw device
has been placed on top of a commercial drone as shown in
Figure 7.a and the LoRa Receiver Module has been connected
to the USB port of a smartphone as shown in Figure: 7.b.

(a) (b)

Figure 7. Testbed: (a) System installed on a commercial drone; (b) Receiver
module connected to a smartphone.

The test has been executed in a woods where there are
not any flight restrictions and there is not GSM coverage.
A smartphone with Wi-Fi on has been left under a tree as
shown in Figure: 8.b. An aerial image of the woods is shown
in Figure: 8.a.

The OS installed on Raspberry-Pi5 is executing a script that
run all the components, probes and put the external Wi-Fi
antenna in monitor mode. LoRa device on boot is already
listening on the emulated serial port for incoming data to
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transmit to the Ground Station. The Ground Station consists
on a mobile device on which is connected the LoRa device
running the Receiver Module software. The Receiver Module
has been developed for listening LoRa data over the air, but
also for exposing a web server reachable through a Wi-Fi
network in order to show the received LoRa messages. In
Figure 7.b the smartphone connected to the web page exposed
by the Receiver Module is shown.

(a) (b)

Figure 8. Testbed: (a) An aerial image of the testbed area; (b) The smartphone
left in the woods.

B. Results of the measurement campaign

We evaluated the capacity of the UAV to detect the presence
of the distressed person in a woods. The drone took off from
a distance of 150 meters from the point of abandonment of
the smartphone reaching an altitude of 35 meters. After that,
it starts moving at a speed of 5.4 km per hour (1.5m/s). The
first detection of the abandoned device occurred at a ground
distance of 79 meters which, considering the flight height,
indicates a distance of about 86.5 meters. Approaching to the
device of the distress user, the density of the beacons received
over a period of time has been increasing as shown in the



chart in Figure: 9. These results can be considered as a good
starting point considering the exploited technology. For space
reasons, no further tests carried out at different speeds and
altitudes are reported.

Figure 9. Beacons intensity received during the flight

VI. CONCLUSIONS

System proposed aims to merge advantages provided by
radio communication (LoRa) with the support of UAV for
SAR operation enhancing the detection through an artificial
intelligence provided by the CEP. Hardware employed is not
for professional usage, therefore this choice guarantees high
availability at reduced costs, despite the low dependability,
reliability and robustness provided in critical operating con-
ditions (eg.low temperature, vibrations, etc.). The prototype
presented, considering the performances and weight, lends
itself to a lot of developments and improvements, ranging
from the evolution of the intelligence provided by the CEP
to scenarios involving mesh networks of drones with the
generation of intra-drone radio links to conduct researches
autonomously.
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