
Exploring Ensembling in deep learning 
 

Antonio Brunoa,*, Massimo Martinellia,**, Davide Moroniс,*** 
 

a Institute of Information Science and Technologies, National Research Council of Italy,  
via G. Moruzzi 1, 56124 Pisa, Italy  

 
 

* e-mail: antonio.bruno@isti.cnr.it  

** e-mail: massimo.martinelli@isti.cnr.it 

*** e-mail: davide.moroni@isti.cnr.it 

 

Antonio Bruno, Massimo Martinelli and Davide Moroni shares the first authorship 
  

 
Abstract— Ensembling is a very well known strategy consisting in fusing several different models 
to achieve a new model for classification or regression tasks. Ensembling has been proven to provide 
superior performance in various contexts related to pattern recognition and artificial intelligence. The 
winners of public challenges in image analysis often adopt solutions based on Ensembling. The idea 
of Ensembling has also provided suggestions for introducing recent deep learning architectures with 
multiple layer connections that mimic ensembling approaches. However, the full potential offered by 
Ensembling is not yet fully exploited. This paper aims to explore possible research directions and 
define new fusion approaches. Preliminary experimental tests show favourable results with an 
increment in accuracy regarding the number of operations needed in training and inference. 
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INTRODUCTION 
 
Representation learning and deep learning have achieved amazing results in the last decades, 
obtaining unparalleled performance under challenging tasks such as image classification and 
recognition [1]. After the first impressive leap, many works have been of incremental nature in the 
previous years, often focused on architecture engineering for achieving minor improvements over a 
sensible increase in complexity. Indeed, the performance gain versus the computational increment 
ratio has become less attractive. Therefore, research has moved to find optimal tradeoffs between 
accuracy and computational load [2]. This is also motivated by the widespread adoption of deep 
learning paradigms that calls for the sustainable use of artificial intelligence (AI). AI has operational 
costs directly measurable in energy consumption, therefore having a relevant environmental footprint 
[3].  
Ensembling is a well-known approach that permits using a collection of different models (e.g. 
classifiers or regressors) to obtain a new model having other (and hopefully superior) performance 
with respect to predefined metrics. Ensembling has a long history that dates back even before the 
birth of machine learning. Indeed, it is customary to state that the first application of Ensembling is 
majority voting in statistics as in the claim of the theorem by Marquis de Condorcet: he proved in 
1785 that if the probability of each voter being correct is more than one half and the voters are 
independent, then the addition of more voters increases the likelihood of the majority vote being 
correct. Long after that, Ensembling has been used to turn weak models into superior models showing 
encouraging results in several domains. It has been reported that ensemble models often become in 
the first place in public competitions such as those promoted by Kaggle.  
The relationship between deep learning and Ensembling is at least twofold. From one side, basic 
constructions of Ensembling known as bagging, boosting and stacking have somehow influenced 
architectures commonly used in deep learning and the way they are trained. For instance, residual 
networks behave like ensembles of relatively shallow networks [4]. On the other side, thanks to 
Ensembling strategies, deep learning models can be used as basic models to build more complex 
models. This paper focuses on this second aspect by recapping Ensembling and its role in deep 
learning, exploring several directions. Preliminary results are then announced on a relevant dataset. 
 
 



RELATED WORKS 
 
Ensembling generally refers to machine learning approaches in which a set of weak learners (or basic 
models) is turned into a strong learner (or ensemble model). The set of weak learners might consist 
of homogenous models (i.e. they are all from the same family or architecture) or might be 
heterogeneous, i.e. the basic models belong to different machine learning paradigms. The basic 
example is to put together multiple models trained for solving the same classification or regression 
task and then combine them together in some fashion, e.g. by performing majority voting in the case 
of classification or averaging in the case of regression. The scope of performing Ensembling is 
generally related to the desire to reduce the bias or variance that affect a machine learning task [6]. 
As it is well known, very simple model might have a great error in achieving good performance on a 
dataset, even during training. This is generally linked to the low representation capabilities of simple 
models that cannot capture all the complex patterns in the training datasets. Such error during training 
is referred to as the bias of the model. By converse, very complex models have many degrees of 
freedom to adhere to the training dataset completely and obtain excellent performance during 
training. However, they capture not only the relevant features of the problem but also learn 
insignificant features of the training dataset. This results in relatively poor performance during test 
and validation: the model is overfitted to the training dataset and does not reach good general results, 
having scarce generalization capabilities. We refer to this issue, saying that the model has high 
variance.  
The three basic approaches to performing ensemble are bagging, boosting, and stacking. 
In general, bagging reduces the variance among the base classifiers, while boosting-based ensembles 
lead to bias and variance reduction. Stacking is commonly used as a bias reducing technique. 
In more detail, bagging is performed by subdividing the training datasets into different subsets 
according to some criteria, e.g., balancing class distributions inside each subset or other forms of 
equalization. Then, each subset of the training set is used to train a weal classifier. Any such classifier 
ideally has a low bias on the training set but possibly high variance. Using a fusion layer, the outputs 
of the single classifiers are combined by performing (weighted) voting or performing a weighted 
average. The model given by the fusion of the weak classifiers is called a strong classifier, and it 
potentially exhibits lower variance. Notice that the weak classifiers might be trained independently 
and in parallel. Very often, such classifiers share the same architecture. 
In boosting instead, weak classifiers are very simple and low complexity but are trained cleverly, for 
example, using cascading. Adaboost [7] is one of the most popular approaches in which each 
classifier is trained so as to properly deal with the examples in the training set on which previous 
weak classifiers have failed. The boosting concept is also known to be the backbone behind well-
known architectures like Deep Residual networks [5]. 
Finally, stacking often considers heterogeneous weak learners. Training is performed in parallel, 
while a final combination is obtained by training a meta-model to output a prediction based on the 
different weak models' predictions. Deep convex nets (DCN) [8] are recognized to be a deep learning 
architecture composed of a variable number of modules stacked together to form the deep 
architecture.  
In general, all of these approaches have been used in conjunction with deep learning models. The 
review [9] presents some recent literature on the subject systematically. 
  
 
 
METHODOLOGY 
 
As seen in the previous section, ensemble and deep learning have a twofold relationship. This section 
aims to briefly report some experiments on Ensembling that is worthwile exploring for optimizing 
deep learning models. 

A) Varying the number of classifiers. After having fixed a deep learning architecture, such 
architecture can be regarded as a weak model. Different training runs starting with random 
weights might result in different classifiers. Majority voting can be applied in this case. The 
dependence of the performance with respect to the number of classifiers might be studied. 

B) Sampling strategies and balancing. Besides performing training of all the weak learners on 
the full training set as described before, procedures for sampling can be applied. For instance, 
using disjoint datasets for each weak classifier helps have a set of indipendnet classifiers. In 
addition, stratification can be applied to keep the same class frequencies in each subset; 
conversely, it might be interesting to explore the possibilities given by training each classifier 
to make it specialized in addressing a special class. 



C) Control size and model complexity. The ensembling approaches can be performed by keeping 
track of the model size and model complexity; this can help understand heuristics for the 
optimal choice of weak learners' dimensions and ensemble size.  

D) Stacking at the deep feature levels. In many cases, the first layers of a deep network perform 
feature extraction while the final layers, usually fully connected, perform 
classification/regression. A possibility in ensembling is given by stacking weak models by 
removing the final classification layers from each one and training an ad hoc meta classifier. 

E) Learning strategies. Given the trained ensemble, it is still possible to perform fine-tuning of 
model parameters suitably training the model by freezing or not some of the overall network 
layers.  

 
 
CONCLUSIONS 
This short paper has explored several directions for introducing Ensembling in the deep learning 
context. The approaches and the involved ideas are well-grounded in previous knowledge and 
guarantees connected to Ensembling in machine learning, yet there are many possible pathways and 
combinations to explore. In some preliminary experiments, we studied an adaptive enemsbling 
based on bagging, making it possible to achieve 100% accuracy on a know dataset in agricultural 
applications [10]. Other expeirments are under active development, and the results will be reported 
in the future. 
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