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Abstract. In medical imaging, (semi-)automatic image analysis tech-
niques have been proposed to support the current time-consuming and
cognitively demanding practice of manual segmentation of regions of
interest (ROIs). The recently proposed image query language ImgQL,
based on spatial logic and model checking, represents segmentation meth-
ods as concise, domain-oriented, human-readable procedures aimed at
domain experts rather than technologists, and has been validated in
several case studies. Such efforts are directed towards a human-centred
Artificial Intelligence methodology. To this aim, we complemented the
ongoing research line with a study of the Human-Computer Interaction
aspects. In this work we investigate the design of a graphical user inter-
face (GUI) prototype that supports the analysis procedure with minimal
impact on the focus and the memory load of domain experts.
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1 Introduction

In the field of Medical Imaging [17], segmentation plays a crucial role [14]. Seg-
mentation consist in the identification of regions of interest (ROIs) – that might
correspond to tissue, organ, traces of disease, or other relevant structure – and
dividing the image into meaningful segments. The current practice of manual
segmentation (e.g., in Radiotherapy) is time-consuming and cognitively demand-
ing, justifying the plethora of existing research on fully- and semi- automatic
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segmentation methods. In recent work (see [2, 3, 1, 9]), the approach of spatial
model checking has been proposed. Such methodology combines local image fea-
tures (intensity, colour, texture) with spatial/topological characteristics (relative
distance, contact, connectedness), exploiting a domain-specific, concise, declara-
tive language named ImgQL (“image query language”) and the efficient, parallel
spatial model checker VoxLogicA1, optimised for operating on medical images,
e.g. MRI or CT scans (see [10] for a tutorial). The resulting ROIs are meant to
be visualised as (semi-transparent) number-valued as well as boolean (so-called
“masks”) layers on top of the original images. Common similarity indexes, such
as Dice-Sorensen, can be directly defined in ImgQL (see e.g. Fig. 1).

MRI scan hI (ln 4)

vI (ln 5) gtv & GT

Specification 1: Tumour segmentation
1 // Normalisation
2 let pflair = percentiles(flair,brain,0)
3 // High and low thresholds
4 let hI = pflair > . 0.95
5 let vI = pflair > . 0.86
6 // Remove noise
7 let hyperIntense = flt(5.0,hI)
8 let veryIntense = flt(2.0,vI)

9 //Semantic noise removal
10 let growTum = grow(hyperIntense, veryIntense)
11 // Statistical texture similarity
12 let tumSim = similarFLAIRTo(growTum)
13 let tumStatCC = smoothen(2.0,tumSim >. 0.6)
14 // Tumour segmentation
15 let gtv = grow(growTum,tumStatCC)
16 save "hyperIntense.nii.gz" hyperIntense

17 print "00 dice gtv" diceM(gtv)

Fig. 1: ImgQL segmentation of image Brats17 2013 7 1: Overlays hI, vI and
gtv (pink) and ground truth (GT) (blue).

VoxLogicA has been successfully applied to BraTS 20172, a publicly available
set of benchmark MRI images for brain tumour segmentation [3]. The obtained
results are well in line with the state of the art, both in terms of accuracy
and in terms of computational efficiency, while supporting explainability, easy
replicability and exchange of analysis methods. So far, the approach has been
used via a command line interface. This is sufficient for the technical validation
of the tool, but hinders usability and broader uptake by domain experts.

The GUI design proposed in the present paper follows a user-centred ap-
proach, taking into consideration typical tasks performed by different classes of
professionals in this domain [13]. In particular it aims at supporting the analysis
procedures with minimal impact on the focus of attention and on the user’s mem-
ory load [6, 5]. The handling of layers is identified as one of the central tasks. The
creation and visualisation of layers not only supports ROI identification but also

1 VoxLogicA is available at https://github.com/vincenzoml/VoxLogicA
2 See https://www.med.upenn.edu/sbia/brats2017/data.html



the understanding and evaluation of the results of ImgQL queries. We analyse
the effect of layers selection from the GUI on the capability of users to perform
common tasks (visualise the layers identified by a logic specification, identify a
new layer via a logic formula, visualise and analyse a new layer identified by a
logic formula, compare two different layers) in terms of time performance, error
in the execution of tasks, and memory load, using user tests and by a theoretical
evaluation of the memory load. We focus on the following research questions:

I RQ1. What is the effect of layers selection on task performance?
II RQ2. Is the relation between the layers and the specification clear to users?
III RQ3. How does GUI vs. command line layer selection affect memory load?

To answer RQ1 and RQ2, we performed a usability study that provided useful
feedback on the efficiency and effectiveness of the layers handling mechanism. To
answer RQ3 we performed a theoretical evaluation on the memory load required
to complete the tasks conducted in the usability test, with and without the
support of the GUI. In general, the design of GUIs for medical imaging tools is
mainly inherited from the medical consoles already used in the medical domain,
without a dedicated study on their usability [8]. In [12] different user interfaces
for 2D and 3D imaging are reviewed and discussed, and the usability of such tools
is regarded as essential for their adoption by clinicians. In [11, 15] a number of
tools with GUI have been evaluated regarding a set of aspects included usability,
that has been assessed qualitatively as the result of the authors’ experience.

For the design of the GUI three classes of users were considered: 1) Healthcare
professionals. This class consists of clinicians that generally use image segmen-
tation. Typical tasks are manually inspecting and comparing base images and
related ROIs; 2) Researchers in Medical Imaging. Their goal is to find innova-
tive solutions to support the work of clinicians; 3) IT professionals. These are
developers that want to create and propose tools and techniques to support the
work of clinicians. Independently from the user class, image segmentation tasks
are cognitively demanding, especially from a memory point of view, due to the
need to manage a variety of information of very different nature such as case
information, medical records, dictation systems, reporting facilities, literature
search, access to databases and version control, to mention a few [18].

2 A GUI for Declarative Medical Image Analysis

Figure 2 shows the underlying architecture of VoxLogicA and its GUI. From the
analysis of different tasks related to different classes of users, we conjecture that
the GUI displaying both input and output in a single window plays a central
role in reducing the user’s memory load: having all the necessary information on
display helps users to complete their tasks without having to retrieve them from
their working memory at each step.

The GUI prototype has been implemented using HTML, CSS and JavaScript
and it runs as a desktop application through Electron3. The next version of the

3 Electron (https://www.electronjs.org/) is an open-source software framework which
allows for the development of desktop GUI applications using web technologies.



Fig. 2: The VoxLogicA process and architecture

GUI is under development, building upon the research that we present in this
paper. No longer being a prototype, the next version will be based on a state-
of-the-art web user interface framework, namely vue.js version 3, using pinia

as its store4.

Fig. 3: VoxLogicA Graphical User Interface

Figure 3 shows the complete GUI prototype with all elements open (the red
numbers in the figure are for reference only and are not part of the GUI). Below
we describe its elements: the name of the GUI element and the corresponding
number introduce each item.

4 See https://vuejs.org/ and https://pinia.vuejs.org/.



Dataset row (1) This section shows the dataset of images. To analyse one
or more images more in detail, users can open/close cases by clicking on the
thumbnail images. This action changes the thumbnail images background colour
to yellow and opens/closes an embedded DICOM viewer for each image in the
work space presented below.

Indexes row (2) A section immediately below the dataset row shows the
similarity indexes computed over that dataset by the VoxLogicA specification
shown in the code column. Moreover, in this section one can look for items in
the dataset row that satisfy specific characteristics, using a dedicated search box
that opens when clicking on the search icon.

Layers column (3) The bottom-left column of the window shows the list
of base images and the list of overlays saved with the VoxLogicA specification
shown in the code column. The base image is activated by clicking on the related
button: when selecting a case from the dataset row, the system will display the
activated base image in the viewer referring to the chosen case in the work space.
Moreover, by clicking one or more overlays they will be opened as transparent
layers on top of the base image in the work space. The system automatically
selects a different colour for each layer. If present, the ground truth can be
shown as a layer. Its presence is indicated after the title “GROUND TRUTH”.

Code column (4) In the bottom-middle column of the window the ImgQL
specification is shown through an embedded code editor. It can be edited and
the modified specification can be run on the open cases shown in the workspace
by clicking the button “Run”; if no cases are open, the button is not active.

Work space (5) In the bottom-right column of the window the open cases
are displayed (instantiated with the active base image), together with the active
overlays, through embedded image viewers. Below each image viewer a box is
shown with the information about the open case: its name and the values for
the similarity indexes computed by the specification.

Icons column (6) A column on the left side of the window shows four icons
by clicking on which one can show or hide associated sections in the window.

3 GUI Evaluation

We are performing a number of usability studies on different classes of users to
test specific GUI features. Each of these studies is conducted on small groups
of users, following an iterative design cycle. Here we present a usability study
performed on 5 users belonging to the academic research area (the group is com-
posed of computer science students and professors recruited from a master class
on spatial logic and model checking) focusing on the evaluation of the handling
of the layers, in order to answer RQ1 and RQ2 (see Section 1). Moreover, to an-
swer RQ3, we performed a theoretical evaluation on the memory load required
to complete the tasks proposed in the usability study, comparing two variants
of these tasks, one performed with the support of the GUI and one performed
via command line operations.



3.1 Usability Study

The study design reproduces a realistic scenario, where users were asked to
evaluate the quality of a VoxLogicA segmentation procedure with the support
of the GUI. Users were asked to perform selected representative tasks and to
fill out a post-study questionnaire under the supervision of a test moderator
who guided and observed the participants during the test execution. The study
started with a familiarisation phase during which participants freely used the
VoxLogicA GUI. The central phase of the study consisted of the completion of
4 tasks, each of which composed of a variable number of basic tasks. For each
basic task users provided an answer or performed an action on the GUI which
were annotated by the test moderator. Each task has been developed to test a
specific GUI feature. Here we focus on the following tasks:

1. Visualise and analyse results regarding the images identified in previous tasks
2. Modify the segmentation procedure by adding and saving a new layer and

compare the new layer with a previous version

At the end of the central phase participants were asked to fill out a post-study
questionnaire composed of 3 sections: one on personal information, one on feed-
back and suggestions about the GUI and one on GUI satisfaction.

Results. With the data collected through the post-study questionnaire, feed-
back was gathered on the GUI, as well as on its desired new features. Here we
present only those aspects concerning the handling of layers.

Participants were asked to rate the comprehensibility of the opening and
closing of layers on a 5-points scale ranging from 1 (“hardly comprehensible”) to
5 (“very comprehensible”). The collected answers attest that this aspect is very
comprehensible (4 participants rated 5 and 1 participant rated 4). Users were also
asked how clear it was for them that the layers visualised in the layers column
are all and only the ones computed and saved with the VoxLogicA procedure
exposed in the code column. The collected answers attest that this is less well-
understood: 1 user rated 2 in the 5-points scale, while the remaining users rated
in equal measure 4 and 5.

Considering the users’ perception on whether the GUI features are able to
support them in completing the usability study they all responded that they are
satisfied with the GUI features, except for one user who would find it useful to
have additional support for understanding the VoxLogicA specification (such as a
reading guide or a description of the VoxLogicA primitive operators). Regarding
the collected suggestions on how to improve the GUI, we received a number of
helpful proposals. Suggested were the availability of an initial guide where the
basic aspects of the interface are explained and the improvement of the automatic
choice of colours when multiple layers have to be displayed together (e.g. using
colours with high contrast to help the visualisation, or letting the users choose
the colours they prefer).

The data gathered by the test moderator on the users’ performance, provides
some quantitative measures on the central phase of the usability test. Here we



only report the task success rate (namely the percentage of successfully com-
pleted tasks)5 [16]. Although all tasks have been completed by all users, in 4
cases users had some uncertainties in completing (part of) a task, resulting in
a success rate of 80%. The main issues we observed regard task 2: some users
experienced difficulties in (a) adding the new layer and (b) comparing the new
and old layers. Difficulties in case (a) mainly concerned the comprehension of
the VoxLogicA language (ImgQL). This is also confirmed by one of the sugges-
tions collected during the post-study questionnaire. While difficulties in case (b)
concern the choice of colours automatically performed by the system. This is
again confirmed by another suggestion collected during the questionnaire.

User satisfaction and perceived usability of the GUI was measured via a
System Usability Scale (SUS) questionnaire provided at the end of the test [7].
Overall, based on this questionnaire, the prototype GUI was perceived as suf-
ficiently usable and satisfying, with a mean score of 82.5. Just one participant
gave a global score of 62.5, below sufficient evaluation.

3.2 Memory Load Evaluation

To answer RQ3 (see Section 1), we performed a theoretical evaluation of the
amount of information needed by the users to complete the tasks proposed in
the usability test with and without the support of the GUI (details in [4]).

When the tasks are performed without the support of the GUI users have
to navigate the file system in order to find input and output images they need.
This implies remembering at each step not only the names of the images but also
the names of the directories, their position and whether they have been already
opened or not. To this, we have to add all the information regarding the use
of additional tools for open and visualise MRI scans, analysing the similarity
indexes, updating the specification code and running the analysis through com-
mand line operations. With the support of the GUI, instead, all the required
information is displayed, available and visible. Users do not need to navigate the
file system (and thus remember names and positions) since they already have
both input and output files available on the GUI. They do not need to remember
how to use external tools since the GUI provides both an embedded code editor
and viewers that enable a simplified task execution. Finally, users do not need
to remember how to run VoxLogicA from command line since they can perform
an analysis by just clicking on a button. This results in a considerable reduction
of the memory load in using the proposed GUI.

4 Conclusion and Future work

We presented a prototype of a novel GUI for various user classes in the domain
of medical image segmentation. The GUI supports the use of the spatial model

5 The success rate is measured as the sum of the tasks completed successfully and the
tasks completed with some issue weighted 0.5, over the total number of completion
attempts (i.e. the product of the number of tasks and the number of participants)



checker VoxLogicA for the design of novel medical image analysis methods. We
evaluated a first GUI prototype with a usability study and a memory load eval-
uation. The study provides important feedback on how to improve the GUI for
further analysis. The memory evaluation shows how the GUI can help users in
completing their tasks successfully with a lower cognitive effort. As part of future
work, we plan to carry on the usability studies on other classes of users to test
further GUI features, in order to improve the tool in an iterative design cycle.
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