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Abstract
Model-based mutation testing has the potential to effectively drive test generation to reveal
faults in software systems. However, it faces a typical efficiency issue since it could produce
many mutants that are equivalent to the original system model, making it impossible to gen-
erate test cases from them. We consider this problem when model-based mutation testing is
applied to real-time system product lines, represented as timed automata. We define novel,
time-specific mutation operators and formulate the equivalent mutant problem in the frame
of timed refinement relations. Further, we study in which cases a mutation yields an equiv-
alent mutant. Our theoretical results provide guidance to system engineers, allowing them
to eliminate mutations from which no test case can be produced. Our empirical evaluation,
based on a proof-of-concept implementation and a set of benchmarks from the literature,
confirms the validity of our theory and demonstrates that in general our approach can avoid
the generation of a significant amount of the equivalent mutants.

Keywords Software product line · mutation-based testing · real-time system

1 Introduction

Testing a real-time system against safety-critical requirements is a difficult problem due to
the time-sensitiveness of its behaviour. To help in this task, model-based testing methods
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automate the generation of test cases by using a formal model of the system (Utting et al.
2012). The model drives the generation of test cases according to different criteria, such as
classical state or branch coverage (Masri and Zaraket 2016), or feature combination cov-
erage in the specific context of software product lines (Lee et al. 2020). Testing a formal
model rather than source code allows to detect, among others, misinterpretations of require-
ments or systemic issues arising from time-dependent interactions of the system with its
environment. Such detections would be harder at source code level.

Mutation testing (Aichernig et al. 2015; Brillout et al. 2009) is a technique commonly
used to evaluate the thoroughness of test cases or to support their generation (Andrews et al.
2006; Offutt 2011). It can be applied both to the implementation (source code) and to the
specification (model). A set of mutation operators, simulating possible faults in the sys-
tem, are applied to the model, obtaining a so-called mutant. Thus, given a set of mutants,
the effectiveness of a set of test cases can be evaluated according to the number of mutants
it detects (i.e., mutants that produce different output than the original system). Test cases
generated from a mutant are capable to detect bugs mimicked by that mutation. The funda-
mental underlying assumption is the existence of a coupling effect, i.e. the fact that “simple
faults are coupled to more complex faults in such a way that a test suite that detects simple
faults is sensitive enough to likely detect complex faults as well” (Petrovic et al. 2021). It has
been shown (Andrews et al. 2006) that mutation-based testing is more effective in finding
real faults than other techniques (Offutt 2011; Baker and Habli 2013; Aichernig et al. 2013).

Scalability of this approach is of paramount importance, because a large number of muta-
tions is required in order to build effective test cases. However, many of these mutations are
useless because they generate mutants that have no behaviour that the original system had
not. In such cases, no test case can be generated to differentiate the mutant from the origi-
nal system, leading to useless analyses and waste of computational resources. Code-based
mutation testing research has worked on methods to detect and avoid equivalent mutants
that are semantically equivalent to the original program (Madeyski et al. 2014). In model-
based mutation testing, this problem generalizes to that of detecting subsumed mutants,
which have less (or equal) behaviour than the original system model.

One viable method is to organise the mutants as a product line of mutations, in the
featured mutant model (Devroey et al. 2016). Such a product line enables the effective gen-
eration and validation of mutants against given test cases. However, an efficient featured
mutant model should be built upon a set of effective mutations (i.e., those producing useful
mutants), rather than from random mutations. This constitutes an important contribution to
avoiding the equivalent/subsumed mutant problem.

In this paper, we tackle the problem of testing real-time systems effectively and
efficiently. We adopt the model-based mutation testing approach for real-time systems pre-
sented in Larsen et al. (2017). We augment the set of existing mutations with a few mutation
operators that affect the timing of the system behaviour (e.g., one such operator delays the
execution of an action by the system), first introduced in Basile et al. (2020a). Then, we
address the subsumed mutant problem: we formally prove the conditions under which muta-
tions inherently (i.e., by construction) produce subsumed mutants. We achieve this on the
basis of refinement relations, which can be used to show that a model (the system) subsumes
another (the mutant). Our endeavour yields clear guidelines for real-time system engineers,
which they can follow in order to reduce their testing effort by ignoring equivalent mutants.

This paper builds on results from Basile et al. (2020a); more precisely, we extend it in
the following way. We prove novel auxiliary theoretical results concerning non-subsumed
mutants (in Section 4.2), while we refer to Basile et al. (2020a) for proofs of earlier
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theoretical results reported here for the sake of completeness. Moreover, we add a thor-
ough empirical evaluation (in Section 5), considering more case studies retrieved from the
literature, and extending the experiments to consider second-order mutations, for all case
studies. Finally, the experiments protocol has been fully automatised (cf. Section 5.2) and
the implementation of mutant generation and checking is open source and available online,
thus allowing reproducibility of the experiments.

Summarising, our contributions are as follows.

1. We propose novel time-specific mutation operators for real-time models.
2. We study and formally prove under which conditions mutation operators, including the

time-specific ones, yield equivalent (or subsumed) mutants, from which no test case
can be generated, and we provide guidelines that can be used to prevent the generation
of such mutants.

3. We study and formally prove under which conditions mutation operators, including
the time-specific ones, yield non-equivalent (or non-subsumed) mutants. These results
must also consider when a mutation produces a non-redundant mutant, and auxiliary
results not presented before address this issue formally.

4. We formalise our theoretical results using product lines of mutants. We use the featured
mutant model (Devroey et al. 2016) to model the variability of the different mutations
that can be applied, using a feature-aware extension of timed graphs (the mathematical
structure used to check refinement relations), in a similar way that other formalisms
have been extended with variability (Cordy et al. 2012b; Cordy et al. 2012a; Classen
et al. 2013; Ter Beek et al. 2016; Basile et al. 2020b; Ter Beek et al. 2020; Ter Beek
et al. 2021).

5. We implement our approach in a proof-of-concept tool and validate the soundness
and effectiveness of the guidelines, based on an industrial system from the automo-
tive domain and several other case studies from the literature, for first-order as well as
second-order mutants.

6. The experiments protocol is completely automatised based on software for (i) mutant
generation, (ii) mutant checking with the provided tool, and (iii) automatic refine-
ment checking using the off-the-shelf tools Uppaal TIGA (Behrmann et al. 2007) and
Ecdar (David et al. 2010b), to validate the proposed approach empirically.

Outline In Section 2, we discuss related work, followed by background material on (fea-
tured) timed games and the featured mutant model in Section 3, where we also introduce
the novel mutation operators. Our main contributions are presented in Section 4, where we
classify mutation operators and present guidelines for selecting effective mutations, and in
Section 5, where we report the results of an empirical evaluation of our guidelines for both
first- and second-order mutants. In Section 6, finally, we conclude the paper and provide
some ideas for future work. Due to their size, the results of the aforementioned empirical
evaluation for second-order mutants are reported in Appendix A.

2 RelatedWork

This paper, as an extension of Basile et al. (2020a), mainly builds upon two recent results
on mutation-based testing (Devroey et al. 2016; Larsen et al. 2017). Featured mutant mod-
els were introduced in Devroey et al. (2016) for efficiently validating test cases against
different possible mutations. Indeed, a single execution on the generated featured transition
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system (Classen et al. 2013) suffices to check all mutants at once. However, in contrast to
our approach, no guidelines are provided on how to select the mutations to generate the
featured mutant model, that is, the mutations are selected randomly.

While Devroey et al. (2016) studies the problem of checking given test cases, Larsen et al.
(2017) considers the problem of generating valid test cases for real-time system models.
Basically, a test case generated through mutation-based testing is guaranteed by construction
to distinguish certain mutants from the system model.

Compared to Devroey et al. (2016), in Larsen et al. (2017) the mutants are not organ-
ised as a product line and thus have to be checked one by one to generate the test cases.
Moreover, both approaches generate randommutations that may result ineffective for gener-
ating/validating the test cases. Our approach improves on this by providing clear guidelines
that allow to establish upfront which mutations can safely be ignored since no test case can
be produced from them.

In Luthmann et al. (2017) and Luthmann et al. (2019), an approach to the generation
of non-subsumed mutants is proposed, using Configurable Parametric Timed Automata
(CoPTA) models, which analyses constraints of the generated zone graph. We do not gen-
erate zone graphs but instead statically identify mutations to be discarded based on the fact
that we know from our theoretical results that they will generate subsumed mutants.

Earlier, in Aichernig et al. (2013), mutation-based testing for timed automata was intro-
duced, extending standard mutation operators presented in Fabbri et al. (1999) with new
mutations tailored for timed automata. We use some of those mutations, but also some of
the new ones we introduced in Basile et al. (2020a). Compared to Larsen et al. (2017), a
k-bounded language inclusion test between the mutant and the system model is used rather
than refinement checking with Ecdar.

In Aichernig et al. (2013), a Car Alarm System (CAS) model of Ford is used as case
study for experiments and evaluation. In Basile et al. (2020a), we used the same case study;
in this paper, we consider five further case studies from the literature (Hune et al. 2001;
Feo-Arenis et al. 2014; Hoxha et al. 2015; André et al. 2019; Basile et al. 2020c). Similar
to Larsen et al. (2017), the approach in Aichernig et al. (2013) comes without a procedure or
guidelines for selecting effective mutations, and no product line is used either. In particular,
471 out of a total of 1099 generated mutants are tested and subsequently discarded, because
they cannot be used for generating test cases. We present a technique that allows to avoid
the generation of ineffective mutants.

Mutation-based test-case generation is also discussed in Aichernig et al. (2015), for the
case of UML state machine diagrams. The technique for comparing the mutant with the
systemmodel is similar to the one in Aichernig et al. (2013), and the same CAS case study is
used for experiments. Mutations are applied randomly and ineffective mutants (i.e., mutants
subsumed by the system model) are discarded subsequent to their generation.

Finally, the survey in Jia and Harman (2011) points out that “one barrier to wider appli-
cation of mutation testing centers on the problems associated with equivalent mutants”. Our
paper is an effort in the direction of reducing the generation of ineffective mutants upfront,
within the framework proposed by Larsen et al. (2017) and adopting the featured mutant
model construction of Devroey et al. (2016).

3 Background

In this section, we provide some background needed for the sequel.
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3.1 Timed Games

Timed games (TG) are transition systems which can remain in a certain state or location only
a specific amount of time, can execute a transition only within a certain time interval, and
distinguish between controllable and uncontrollable actions. TG are based on timed (game)
automata (Alur and Dill 1994; Asarin et al. 1998) and form the underlying behavioral
structure of featured timed game (automata) (Cordy et al. 2012b; Cordy et al. 2013).

In reactive systems, one usually distinguishes between uncontrollable and control-
lable actions, that are assigned to inputs and outputs, respectively, if the environment is
uncontrollable and vice versa otherwise.

Time is represented by clocks whose values evolve continuously. Clocks can be regarded
as chronometers: their value can be inspected and reset, but not modified arbitrarily.
Conditions over clock values are called clock constraints.

Definition 1 (Clock constraints) A clock constraint over a set C of clocks is formed
according to the grammar g ::= � | n ∼ c | g ∧ g, with n ∈ N, c ∈ C, and
∼ ∈ {<,≤,≥,>}.

We denote by CC(C) the set of clock constraints over C. In TG, a clock constraint can
label either a state or a transition. In case it labels a state, the constraint is a location invari-
ant, which defines the interval of time in which the system can be in the state. In case
it labels a transition, it is a transition guard specifying the interval of time during which
the system can execute the transition. Note that the domain of the numeric constants in
clock constraints is limited to natural numbers. Without loss of generality, we could use real
numbers. However, natural numbers facilitate the implementation of clock constraints by
allowing efficient data structures.

Definition 2 (Timed games) Let (Loc,Act, C, Trans, �0, Inv,AP, L) be a timed game (TG)
where

– Loc is a finite set of locations;
– Act is a finite set of actions, partitioned into controllable actions Actc and uncontrollable

actions Actu;
– C is a finite set of clocks;
– Trans ⊆ Loc × CC(C) × Act × 2C × Loc is a transition relation;
– �0 ∈ Loc is the initial location;
– Inv : Loc → CC(C) is a total function associating locations with invariants;
– AP is a set of atomic propositions; and
– L : Loc → 2AP is a total function associating locations with atomic propositions

satisfied in those locations.

For a transition t = (�, g, α, R, �′), � is the starting location, g is the transition guard, α
is the action triggering the transition, R is the subset of clocks to reset, and �′ is the target
location. We may also write t as �

g,α,R−−−→ �′ and omit g and/or R when immaterial, and
instead of {x} for a reset of clock x, we may also write x := 0.

Example 1 In Fig. 1(left), a TG model of a soda vending machine is depicted. From its
initial state s0, the insertion of a euro coin (e) results in the clock being (re)set to zero and a
move to state s1. This input action is modelled as a controllable transition (drawn as a solid
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arc). The vending machine can remain in this state for at most 5 time units but only within
2 time units it can deliver a soda bottle ( ), returning to its initial state. The latter action is
modelled as an uncontrollable transition (drawn as dotted arc). Note that we may speak of
(un)controllable transitions when their action labels are (un)controllable. A TG model of a
tea vending machine is depicted in Fig. 1(right).

The semantics of a TG is commonly defined as an infinite transition system (TS) whose
states consist of a location and a valuation of the clocks. The transitions can be categorised
into two types. Delay transitions do not change the location of the system, but only rep-
resent the passing of time. They may occur only if the invariant of the current location is
still satisfied after the delay modelled by the transition. Discrete transitions instead occur
when the system moves from one location to another. They may occur only if the current
clock values satisfy both the guard of the executed transition and the invariant of the target
location. After the execution of such transitions, clock values can be reset.

Definition 3 (TG semantics) We define the semantics of a timed game tg = (Loc,Act, C,

Trans, �0, Inv,AP, L) as the semantics of the TS (Loc × Val(C),Act ∪ R≥0,Trans′, (�0,
v0),AP ∪ CC(C), L′), denoted by [[tg]]TG, and such that Val(C) is the set of clock evalu-
ations, i.e., the set of total functions v : C → R

+ that assign a non-negative real value to
every clock; v0 = { v0(c) = 0 | c ∈ C }; L′(�, v) = L(�) ∪ { cc ∈ CC(C) | v |= cc }; and

[[tg]]TG = {L(�0), L(�1), . . . ∈ (2AP∪CC(C)) |
∀i ∈ N • ∃αi ∈ Act ∪ R≥0 • ((�i, v)

αi−→ (�i+1, v
′)) }

3.2 Featured Timed Games

Featured timed games (FTG) extend TG with variability in the same way that featured tran-
sition systems (FTS) (Classen et al. 2013) extend (labelled) transition systems (LTS). FTS
concisely model the behaviour of all products of a product line in a single superimposed LTS
through the annotation of transitions with feature expressions, i.e., conditions expressing
their existence in products, based on a feature model.

We assume products to be represented by sets of Boolean features and a feature model
to be defined as a pair (F, P ⊆ 2F ), where F is a set of features and P is the set of valid
products. The semantics of a feature model ϕ, denoted by [[ϕ]]FM, is then its set of valid
products. It can be represented by either a propositional formula or by the usual feature
diagram. Let B = {�,⊥} denote the Boolean constants true (�) and false (⊥), and let B(F )

denote the set of Boolean expressions over F (i.e., using features as propositional variables).
The elements of B(F ) are also called feature expressions. Formally, a feature expression χ

is a total function {�, ⊥}|F | → {�,⊥} that associates every combination of features with a
truth value. A feature expression can be interpreted as a set of products [[χ ]] ⊆ 2F defined

Fig. 1 TG models of a soda vending machine (left) and a tea vending machine (right)
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as all products p for which the induced truth assignment (� for f ∈ p, ⊥ for f �∈ p, for
features f ∈ F ) validates χ . Feature expressions and clock constraints allow modelling the
behaviour of real-time variable-intensive systems.

Definition 4 (Featured timed games) Given a timed game (Loc,Act, C, Trans,Loc0, Inv,
AP, L), the decuple (Loc,Act, C,Trans,Loc0, Inv,AP, L, ϕ, γ ) is a featured timed game
(FTG) where

• ϕ is a feature model over a finite set F of features; and
• γ : (Trans ∪ (Loc → CC(C))) → B(F ) is a total function associating feature

expressions to transitions and invariants.

As for FTS, the function γ associates a feature expression χ to some transition t =
(�, g, α, R, �′) such that γ (t) = χ encodes the set of products able to execute t . We may

also write t as �
[χ ]g,α,R−−−−−→ �′ and omit g and/orR when immaterial. The function γ moreover

associates a feature expression χ to a location invariant Inv(�) = g, for some � ∈ Loc,
such that γ (g) = χ , which we may also write as [χ ]g, encodes the set of products with the
invariant g in location �. Note that [�] stands for a feature expression that is always satisfied
(by any product).

Example 2 In Fig. 2(left), an FTG ftg of a product line of vending machines is depicted.
The feature model is s ∨ t , with features s for soda and t for tea. From the initial state s0, the
insertion of a euro coin (e), which is always possible (the feature expression is always true)
and which results in the clock being (re)set to zero, leads to state s1. This is a controllable
(input) action. A vending machine can remain in this state for at most 5 time units. Vending
machines with feature s can deliver a soda bottle ( ) before 2 time units have passed. Vend-
ing machines with feature t can deliver a cup of tea ( ) after at least 2 time units have passed
(producing tea takes more time). Note that in the presence of both features, after precisely
2 time units have passed, a choice occurs. Both (output) actions are uncontrollable.

FTG model real-time behaviour of a product line. Moreover, from an FTG we can derive
TGmodelling behaviour of specific products. This is achieved by projection of an FTG onto

Fig. 2 FTG model of a product line of vending machines (left) and TG models of two of its products (right)
reproduced from Fig. 1
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a product p obtained in much the same way as an LTS is obtained from an FTS (Classen
et al. 2013): all transitions and invariants unavailable in product p are removed.

Definition 5 (FTG projections) The projection of an FTG ftg = (Loc,Act, C,Trans,Loc0,
Inv,AP, L, ϕ, γ ) onto a valid product p ∈ [[ϕ]]FM is the TG ftg|p = (Loc,Act, C,Trans′,
Loc0, Inv′,AP, L) where

Trans′ = { t = (�, g, α, R, �′) | t ∈ Trans ∧ p |= γ (t) }; and

Inv′(�) = Inv(�)|p, ∀� ∈ Loc and the projection of an invariant g

onto a product p is recursively defined as

g|p =
⎧
⎨

⎩

(g1)|p ∧ (g2)|p if g = g1 ∧ g2
g′ if (g = [χ ]g′) ∧ p ∈ [[χ ]]
� if (g = [χ ]g′) ∧ p �∈ [[χ ]]

Example 3 In Fig. 2(right), products ftg|{s} and ftg|{t} of the FTG ftg are depicted. The TG
ftg|{s} in Fig. 2(bottom-right) is a model of the vending machine that can only deliver soda
bottles, whereas the TG ftg|{t} in Fig. 2(top-right) is a model of the vending machine that
can only deliver tea. Product ftg|{s,t} is not shown.

The semantics of an FTG model of a product line is defined as a function that associates
every valid product with the semantics of its projection.

Definition 6 (FTG semantics) The semantics of an FTG ftg = (Loc,Act, C, Trans,Loc0,
Inv,AP, L, ϕ, γ ) is defined as the function [[ftg]]FTG such that

∀p ∈ [[ϕ]]FM • [[ftg]]FTG(p) = [[ftg|p]]TG
3.3 FeaturedMutant Model

The idea underlying model-based mutation testing is to guide the test-case generation by
mutants, which are typically obtained through random mutations of the original model.
Organising the mutants as a product line of mutations, a family of variations of the system
under test (SUT), coined the featured mutant model (FMM) in Devroey et al. (2016), enables
the efficient generation, configuration, and execution of mutants. Each feature in the FMM
corresponds to a single application of one mutant operator on the original model.

Like Devroey et al. (2016), we use a selection of the operators proposed by Fabbri et al.
(1999), based on Chow (1978) and Weyuker et al. (1994), to generate mutants from a TS:

TMI Transition MIssing operator removes a transition;
TAD Transition ADd operator adds a transition between two states;
SMI State MIssing operator removes a state (other than the initial state) and all its

incoming/outgoing transitions.

Additionally, we introduce the following operators specific to timed models, which
change the constant in clock constraints, which we recall to be either a transition guard or a
location invariant:

CXL Constant eXchange L operator increases the constant of a clock constraint;
CXS Constant eXchange S operator decreases the constant of a clock constraint;
CCN Clock Constraint Negation operator negates a clock constraint.
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The CCN operator is inspired by the μng operator from Aichernig et al. (2013), where
only clock constraints appearing as transition guards are negated.

Each operator can be used to generate mutants using either the enumerative approach or
the FMM approach. In the enumerative approach, each mutation transforms an FTG model
ftg, representing the SUT behaviour, into a mutant ftgm.

Example 4 The FTG in Fig. 3(right) has been obtained from the FTG in Fig. 3(left) by
applying the mutation operators TMI, CXL, and CXS. The transition labelled with a soda
bottle was removed (TMI). Moreover, constant 2 in the clock constraint that acts as transition
guard was increased to 4 to model that producing a tea takes more time (CXL). Instead,
constant 5 in the clock constraint that acts as location invariant was decreased to 4 to model
that the vending machine takes less time to produce a drink (CXS). Thus, the transition
from s1 to s0 that models the delivery of a cup of tea now occurs (instantaneously) precisely
when x = 4. The feature model was not changed.

In the FMM approach, each mutation operator is added as a feature to the existing feature
model. When considering first-order mutation (only one mutation can be applied to the
original system), the features/mutations are mutually exclusive. For higher order mutations,
disjunction is used instead.

Example 5 Adding the TMI, CXL, and CXS operators to the FTG in Fig. 4(left), results in
the FTG ftgfmm depicted in Fig. 4(right) with feature model ϕfmm depicted in Fig. 5. We now
explain this.

To begin with, the TMI operator removes the transition of the base
model in the following way:

1. The feature expression ¬tmi is added to the feature expression of t1, resulting in tran-

sition , meaning that this transition may be fired only if the tmi
mutation is deactivated (and if s is true);

2. The feature tmi is added to the feature model ϕfmm representing the application of the
mutation operator (cf. Figure 5).

Moreover, the CXL operator increases the constant 2 to 4 in the clock constraint that acts

as guard on the transition of the base model, in the following way:

Fig. 3 FTG (right) resulting from the application of mutation operators TMI, CXL, and CXS to the FTG (left)
reproduced from Fig. 2(left)
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Fig. 4 FTG ftgfmm (right) resulting from the addition of the mutation operators TMI, CXL, and CXS to the
FTG (left) reproduced from Fig. 2(left); its associated feature model is depicted in Fig. 5

1. The feature expression ¬cxl is added to the feature expression of t2, resulting in tran-

sition , meaning that this transition may be fired only if the cxl
mutation is deactivated (and if t is true);

2. The transition is added, meaning that this transition with feature
expression t ∧ cxl and clock constraint x ≥ 4 may be fired only if the cxl mutation is
activated (and if t is true);

3. The feature cxl is added to the feature model ϕfmm representing the application of the
mutation operator (cf. Figure 5).

Finally, the CXS operator decreases the constant 5 to 4 in the featured clock constraint
[�]x ≤ 5, which acts as invariant of the state s1 of the base model, in the following way:

1. The feature expression ¬cxs is added to the featured clock constraint of state s1, mean-
ing that the updated featured clock constraint [¬cxs]x ≤ 5 acts as invariant x ≤ 5 of s1
only if the cxs mutation is deactivated;

2. The feature expression cxs is added to the featured clock constraint of state s1, meaning
that the updated featured clock constraint [cxs]x ≤ 4 acts as invariant x ≤ 4 of s1 only
if the cxs mutation is activated;

3. The feature cxs is added to the feature model ϕfmm representing the application of the
mutation operator (cf. Figure 5).

Fig. 5 Feature model ϕfmm of the FTG ftgfmm depicted in Fig. 4(right)
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Hence, mutation operators are added to the FMM under construction.

4 ClassifyingMutations

Our main theoretical contribution is a classification of mutations to identify those that are
effective (i.e., can be used to generate test cases). Our key idea from Basile et al. (2020a)
is that, by construction, some mutations produce mutants that have the same (or a subset
of the) behaviour of the SUT. Discarding them will speed-up the mutation testing process,
as we would avoid fruitless attempts to generate test cases. Thus, we aim to characterise
these mutations by formally proving under which conditions (i.e., mutation operator and the
elements of the model to which it is applied) the produced mutant is subsumed by the SUT.

Recall that a test case generated from a mutant provides a sequence of inputs that makes
the mutant behave differently than the SUT (in terms of accepted inputs, produced outputs,
or execution time). Thus, the goal of the test case is to distinguish whether the system on
which it is executed is the original one or the mutant. For a mutant to remain “live” (as it is
named in the jargon), there must be no test case that can distinguish it from the SUT. This
is equivalent to proving that the mutant is a refinement of the SUT (Larsen et al. 2017).
Refinement checking is solved as a two-player timed game, where one player (playing the
“whenever” transitions of the forthcoming Definition 7) wins if the mutant is not a refine-
ment of the system (the mutant is killed) and the other player (playing the “then” transitions
of Definition 7) wins if the mutant is a refinement (the mutant is alive). If the mutant is not
a refinement, then the counterexample represents the test case that distinguishes the mutant
from the SUT.

In what follows, we consider the mutation operators mentioned in Section 3.3 and state
under which conditions their application results in a refinement of the original model.
First-order mutations were shown to offer a higher fault-revealing ability (Papadakis and
Malevris 2010). Our theoretical results hold for first-order and also higher order mutations.
As such, when proving refinement relations, we consider the general case where mutations
are applied to mutants of the SUT (either subsumed or not). Similarly, our work generalises
to the case where the original model represents the behaviour of not only one system, but of
a whole product line of systems. Thus, our theoretical developments are defined over FTG
rather than single TG. To summarise, all results described hereafter apply to (1) any-order
mutations and (2) families of systems.

4.1 SubsumedMutants

To begin with, we formalise the notion of refinement between TG, adapted from David et al.
(2010a) and Larsen et al. (2017). In Larsen et al. (2017), real-time systems are modelled as
timed I/O automata, in which input actions are defined controllable and output actions are
defined uncontrollable. The main idea is to perform a refinement check between the mutant
and the system model, using Ecdar (David et al. 2010b), which is a tool built on top of
Uppaal TIGA (Behrmann et al. 2007) that implements the timed interface theory from David
et al. (2010a). Basically, a refinement model (i.e., a live mutant) must be able to mimic all
controllable transitions of the original system model, while the original model must be able
to mimic all uncontrollable transitions of the refinement. In our case, controllable transitions
correspond to inputs (since a live mutant must accept all inputs that the original system
accepts), whereas uncontrollable transitions correspond to outputs and delays (since a live
mutant should not exhibit any behaviour that does not belong to the system). Note that this
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is the opposite of the standard notion of modal refinement, where the inputs are seen as sent
by an uncontrolled environment (Larsen et al. 2007). In other words, here the viewpoint is
switched to the environment (David et al. 2010a; Larsen et al. 2017).

Definition 7 (Refinement) A TG tg1 = (Loc1,Act1, C1,Trans1, �01, Inv1, AP1, L1) is a
refinement of a TG tg2 = (Loc2,Act2, C2,Trans2, �02, Inv2,AP2, L2), denoted as tg1 �
tg2, if there exists a binary relation R ⊆ (Loc1,Val(C1)) × (Loc2,Val(C2)) that contains
s = ((�01, v01), (�02, v02)) and is such that for each pair of locations and clocks values
((�1, v1), (�2, v2)) ∈ R, it holds:

– whenever (�2, v2)
α−→ (�′

2, v2) for some �′
2 and α ∈ Actc2, then (�1, v1)

α−→(�′
1, v1) for

some �′
1, α ∈ Actc1 and ((�1, v1), (�

′
2, v2)) ∈ R

– whenever (�1, v1)
α−→(�′

1, v1) for some �′
1 and α ∈ Actu1, then (�2, v2)

α−→(�′
2, v2) for

some �′
2, α ∈ Actu2 and ((�′

1, v1), (�
′
2, v2)) ∈ R

– whenever (�1, v1)
δ−→(�1, v

′
1) for some v′

1 and δ ∈ R≥0, then (�2, v2)
δ−→(�2, v

′
2) for some

v′
2 and ((�1, v

′
1), (�2, v

′
2)) ∈ R

We now provide a definition of subsumed mutant, where Opfmm is the set of mutations.
Basically, after applying an additional mutation the resulting mutant is a refinement of the
former one on which the additional mutation was not applied.

Definition 8 (Subsumed mutant) Let ftg be an FTG and let [[ϕ]] be the set of mutants with
m, m′ ∈ [[ϕ]]. We say that m differs from m′ by op iff m = m′ ∪ op for some op ∈
Opfmm. Moreover, we say that m is subsumed by m′ iff ftg|m � ftg|m′ , and we say that it is
non-subsumed otherwise.

Example 6 Consider the FTG ftgfmm of Example 5, reproduced in Fig. 6(left), and its
mutants m1 = {s, tmit1} and m′

1 = {s}, depicted in Figs. 6(top-right) and 6(bottom-right),

respectively, i.e., with .
In this case, m1 differs from m′

1 by tmit1 . Moreover, let tg1 = ftgfmm|m1 and tg2 =
ftgfmm|m′

1
. It holds that tg1 � tg2, i.e., tg1 is subsumed by tg2. Indeed, for all values v of

x in the interval [0, 5], the three points of Definition 7 hold for ((s1tg1 , vtg1), (s1tg2 , vtg2)),
and there is no configuration (s1, v) with v > 5 because it would violate the invariant of s1.

We only consider deterministic TG, as usual (Larsen et al. 2017; Aichernig et al. 2015;
Aichernig et al. 2013). The following proposition identifies conditions under which a mutant
is subsumed.

Proposition 1 (Basile et al. 2020a) Let ftg be an FTG, let [[ϕ]] be the set of mutants with
m, m′ ∈ [[ϕ]], and let m differ from m′ by op. Then m is a subsumed mutant of m′ iff op
has introduced either less uncontrollable or more controllable behaviour (or trivially if the
behaviour is unchanged).

In the remainder of this section, we present several results for identifying mutations that
generate subsumed mutants by construction. Proof (sketches) can be found in Basile et al.
(2020a). We start with those operations that were proposed by Fabbri et al. (1999), followed
by the novel ones introduced in this paper.
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Fig. 6 FTG ftgfmm (left) reproduced from Fig. 4 (right) and its mutants ftgfmm|m1 (top-right) and ftgfmm|m′
1

=
ftg|m′

1
(bottom-right) reproduced from Fig. 2(bottom-right)

TMI mutation The TMI mutation is used to remove a transition from the system. The
following lemma shows that removing an uncontrollable transition from a mutant, by
construction the resulting mutant is subsumed by the original one.

Lemma 1 (TMI Subsumed) Let ftg be an FTG and let [[ϕ]] be the set of mutants with
m, m′ ∈ [[ϕ]] and m = {tmit } ∪ m′ for some t ∈ Transftg|m′ with action in Act

u. Then ftg|m is
subsumed by ftg|m′ .

Example 7 We illustrate the usefulness of this result. Recall that test-case generation is more
effective if the number of subsumed mutants is minimised. Continuing the previous exam-
ple, since t1 is an uncontrollable transition, Lemma 1 implies that ftgfmm|m1 is subsumed by
ftgfmm|m′

1
, i.e., this is not a good candidate mutation for the configuration m′

1.

TADmutation The TADmutation is used to add a transition to the system. The next lemma
shows that by adding a controllable transition to a mutant, the obtained mutant is subsumed
by the original one.

Lemma 2 (TAD Subsumed) Let ftg be an FTG and [[ϕ]] be the set of mutants with m, m′ ∈
[[ϕ]] and m = {tadt } ∪ m′ for some t with action in Actc. Then ftg|m is subsumed by ftg|m′ .

SMImutation The state missing SMI mutation removes a location from the system (not
the initial location however). This is equivalent to making the location unreachable, i.e.,
removing all its incoming transitions. Hence, the results on TMI can be applied. The
following lemma shows when this mutation produces a subsumed mutant.

Lemma 3 (SMI Subsumed) Let ftg be an FTG and let [[ϕ]] be the set of mutants with
m, m′ ∈ [[ϕ]] and m = {smi�} ∪ m′ for some � ∈ Locftg|m′ . Then ftg|m is subsumed by ftg|m′
if there exists no transition t with target location � and action α ∈ Actc.

We continue with the mutation operators that were firstly introduced in Basile et al. (2020a).

CXLmutation We first turn our attention to the mutation CXL, that increases the constant
of a clock constraint. The next lemma shows when the mutation operator CXL applied on a
transition produces a mutant that is subsumed.
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Lemma 4 (CXL Subsumed Transitions) Let ftg be an FTG and let [[ϕ]] be the set of mutants
with m,m′ ∈ [[ϕ]] and m = {cxlt } ∪ m′ for some t ∈ Transftg|m′ with source � and either
(i) action in Actc and guard g = x ≤ k or (ii) action in Actu, guard g == k and Inv(�) =
x ≤ k or (iii) action in Actu and guard g = x ≥ k. Then ftg|m is subsumed by ftg|m′ .

Example 8 Recall from Example 5 the mutation operator CXL applied to the FTG ftgfmm
that is reproduced in Fig. 7(left), and now consider its mutants m1 = {t, cxlt2 , cxss1}
and m′

1 = {t, cxss1}, depicted in Figs. 7(top-right) and 7(bottom-right), respectively, i.e.,

with . Since t2 is an uncontrollable transition, Lemma 4(iii) implies
that ftgfmm|m1 is subsumed by ftgfmm|m′

1
, i.e., this is not a good candidate mutation for the

configuration m′
1.

Finally, the next lemma identifies the conditions under which applying CXL on an
invariant yields a subsumed mutant.

Lemma 5 (CXL Subsumed Invariants) Let ftg be an FTG and let [[ϕ]] be the set of mutants
with m, m′ ∈ [[ϕ]] and m = {cxl�} ∪ m′ for some location � ∈ Locftg|m′ with Inv(�) = x ≥ k

and for all valuations v of clock x such that k < v ≤ k′ for k′ mutation, (�, v) can only
be reached through a transition with action in Actu and target �. Then ftg|m is subsumed by
ftg|m′ .

Example 9 Consider Fig. 8, assume that tg1 = f tg|m and tg2 = f tg|m′ , for some f tg and
m = {cxls1} ∪ m′, where cxl increases by one unit the clock constraint of location s1. By
Lemma 5, it holds that tg1 is subsumed by tg2.

CXSmutation We now turn our attention to the mutation CXS that decreases the constant
of a clock constraint. The next lemma shows that the mutation operator CXS applied to a
guard of the form x ≤ k of an uncontrollable transition or to a guard of the form x ≥ k of a
controllable transition produces a mutant that is subsumed.

Fig. 7 FTG ftgfmm (left) reproduced from Fig. 4 (right) and its mutants ftgfmm|m1 (top-right) and ftgfmm|m′
1

(bottom-right)
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Fig. 8 Four TG used in Examples 9 and 10: tg1 (top-left), tg2 (top-right), tg3 (bottom-left), and tg4 (bottom-
right)

Lemma 6 (CXS Subsumed Transitions) Let ftg be an FTG and let [[ϕ]] be the set of mutants
with m, m′ ∈ [[ϕ]] and m = {cxst }∪m′ for some t ∈ Transftg|m′ with either (i) action in Act

u

and guard g = x ≤ k; or (ii) action in Actc and guard g = x ≥ k. Then ftg|m is subsumed
by ftg|m′ .

Finally, the next lemma identifies the conditions under which the application of CXS on
an invariant yields a subsumed mutant.

Lemma 7 (CXS Subsumed Invariants) Let ftg be an FTG and let [[ϕ]] be the set of mutants
with m, m′ ∈ [[ϕ]] and m = {cxs�} ∪ m′ for some location � ∈ Locftg|m′ and either
(i) Inv(�) = x ≤ k and for all valuations v of clock x such that k′ ≤ v < k for k′ muta-
tion, (�, v) can only be reached through a transition with action in Actu and target � or
(ii) Inv(l) = x ≥ k and for all valuations v of clock x such that k′ ≤ v < k for k′ mutation,
(�, v) can only be reached through a transition with action in Actc and target �. Then ftg|m
is subsumed by ftg|m′ .

Example 10 Consider again Fig. 8, now assuming that tg3 = f tg|m′ and tg4 = f tg|m, for
some f tg and m = {cxss1} ∪ m′, where cxs decreases by one unit the constant of the clock
constraint of location s1. By Lemma 7, it holds that tg3 is subsumed by tg4.

4.2 Auxiliary Results on Non-subsumedMutants

Although our focus is on detecting subsumed mutants, the developed theory is also helpful
in spotting when a specific mutation yields by construction a non-subsumed mutant. The
following auxiliary results target non-subsumed mutants and complement the results stated
so far (from Basile et al. 2020a). At this point, it is important to note that the experiments
in Section 5 will only exploit results on subsumed mutants to discard ineffective mutations.
However, the auxiliary results presented in this section could be exploited to perform a dif-
ferent evaluation: instead of discarding subsumed mutants, only generate (statically known)
non-subsumed ones. This evaluation is harder, because only in specific cases it is possible
to statically detect when a mutation is non-redundant. This is left for future work. A TG is
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said to be non-redundant if every location � is reachable in at least one trace, it is not time-
locked (i.e., delay is possible), and every transition is executable in at least one trace. For
the non-subsumed lemmata, we will only consider non-redundant TG. Indeed, mutating a
redundant element may produce a subsumed mutant. Note that redundant specifications are
ill-defined and should be amended prior to any application, be it testing, model checking or
any other.

We introduce the auxiliary definition of non-redundancy preserving mutation. This will
be useful for the forthcoming results about non-redundant higher order mutations, whose
hypothesis is that the mutated mutant is non-redundant.

Proof (sketches) of the results already reported earlier can be found in Basile et al.
(2020a).

Definition 9 (Non-redundancy preserving mutation) Let ftg be an FTG and let [[ϕ]] be the
set of mutants with m, m′ ∈ [[ϕ]] and with m that differs from m′ by the application of some
mutation op ∈ Opfmm. Then, m is a non-redundancy preserving mutation of m′ iff ftg|m′ is
non-redundant implies ftg|m is non-redundant.

Below follow two generic results on non-redundancy preserving on location or transi-
tion for any mutation. Note that the results below are operating at the syntactic level (i.e.,
statically). This means that the information on the specific values of clocks is missing. This
information is only known at the semantics level (i.e., during the execution), where states
are pairs of locations and clock evaluations. However, under specific hypothesis, it is possi-
ble to infer (statically) the values of clocks. Intuitively, if all clocks are reset when entering
a location, the clocks evaluation when entering the location is statically known to be zero,
and it is possible to predict whether guards and invariants will be satisfied. This allows to
provide a result on non-redundancy preserving of a generic mutation involving a location
that can be checked statically.

Proposition 2 (Non-redundancy preserving mutation on location) Let ftg be an FTG and
let [[ϕ]] be the set of mutants with m, m′ ∈ [[ϕ]], and with m that differs from m′ by the
application of some mutation op ∈ Opfmm mutating a location �, with invariant Inv(�).

If there exists a transition t ′ = (�t ′ , gt ′ , αt ′ , Rt ′ , �), for some �t ′ , gt ′ , αt ′ , Rt ′ and with
Rt ′ = C, such that v0 |= Inv(�), and for all transitions t̂ with source �, it holds that
Inv(�)∧gt̂ �|= false andRt̂ = C, then ftg|m′ is non-redundant implies ftg|m is non-redundant.

Proof (sketch) By assumption t ′ is non-redundant, so � is reachable through t ′. By assump-
tion, when reaching � through t ′, Inv(�) is satisfied. Moreover, all guards of outgoing
transitions of � at some point are satisfied by hypothesis. By the fact that all variables are
reset in each transition, it holds that the behaviour of the underlying transition system is
unchanged, thus ftg|m is non-redundant.

We also provide a result on non-redundancy preserving of a generic mutation involving
a transition that can be checked statically.

Proposition 3 (Non-redundancy preserving mutation on transition) Let ftg be an FTG and
let [[ϕ]] be the set of mutants with m, m′ ∈ [[ϕ]], and with m that differs from m′ by the
application of some mutation op ∈ Opfmm mutating a transition t = (�, gt , αt , Rt , �

′
t ) for

some �, gt , αt , Rt , �′
t such that Rt = C. If Inv(�)∧gt �|= false, then ftg|m′ is non-redundant

implies ftg|m is non-redundant.
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Proof (sketch) By assumption � is reachable, and at some point transition t can be fired. By
the fact that all variables are reset in t , it holds that the behaviour of the underlying transition
system is unchanged, thus ftg|m is non-redundant.

TMI mutation In case the location target of the removed transition is target of another
transition, the mutation is non redundancy-preserving. This result (and the others) builds on
the hypothesis of non-redundancy.

Proposition 4 (Non redundancy-preserving TMI mutation) Let ftg be an FTG and let [[ϕ]]
be the set of mutants with m, m′ ∈ [[ϕ]] and with m = {tmit } ∪ m′ for some t ∈ Transftg|m′
and let t ′ ∈ Transftg|m such that t �= t ′ and t, t ′ have the same target location. Then, ftg|m′
is non-redundant implies ftg|m is non-redundant.

Proof Since � is reachable by a transition t ′ �= t and by the fact that the projection removes
all syntactically redundant elements, it follows that � and t ′ are non-redundant and thus ftg|m
is non-redundant.

The following lemma shows that the application of a mutation TMI on a transition t

(tmit in the following) of a mutant m′, i.e., removing such a transition from m′, produces
by construction a mutant m that is non-subsumed by m′, in case t is controllable.

Lemma 8 (TMI Non-subsumed) Let ftg be an FTG and let [[ϕ]] be the set of mutants with
m, m′ ∈ [[ϕ]] and m = {tmit } ∪ m′ for some t ∈ Transftg|m′ with action in Act

c. Then ftg|m is
non-subsumed by ftg|m′ .

Example 11 We illustrate the usefulness of this result by means of an example. Consider the
FTG ftg′

fmm, depicted in Fig. 9(left), and its mutants m2 = {tmit2} and m′
2 = ∅, depicted in

Figs. 9(middle) and 9(right), respectively, i.e., t2 = s0
e,x:=0−−−−→ s1. Since t2 is a controllable

transition, Lemma 8 implies that ftg′
fmm|m2 is non-subsumed by ftg′

fmm|m′
2
, i.e., this is a good

candidate mutation for the configuration m′
2.

TADmutation The non-redundancy condition for transition adding mutation is trivial.

Proposition 5 (Non redundancy-preserving TAD mutation) Let ftg be an FTG and let [[ϕ]]
be the set of mutants with m, m′ ∈ [[ϕ]] and with m = {tadt } ∪ m′ for some t non-redundant
in ftg|m Then, ftg|m′ is non-redundant implies ftg|m is non-redundant.

Fig. 9 FTG ftg′
fmm (left) and its mutants ftg′

fmm|m2 (middle) and ftg′
fmm|m′

2
= ftgfmm|m1 (right) reproduced

from Fig. 6(top-right)
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Proof Trivially, by non-redundancy of t .

We note that a non-redundant transition to add could simply have a guard trivially true
and an empty set of reset clocks (this will not be the case for the experiments in Section 5).
Under the (assumed) hypothesis that the added transition is executable in at least one trace,
such a mutation produces a non-subsumed mutant if an uncontrollable transition is added
and a subsumed mutant if a controllable transition is added.

The next lemma shows that the application of a mutation TAD on a transition t (tadt in
the following) of a mutant m′, i.e., adding such a transition to m′, produces by construction
a mutant m that is non-subsumed by m′, in case t is uncontrollable. Note that the added
transition is non-redundant in the mutant.

Lemma 9 (TAD Non-subsumed) Let ftg be an FTG and let [[ϕ]] be the set of mutants with
m, m′ ∈ [[ϕ]] andm = {tadt }∪m′ for some t with action in Actu. Then ftg|m is non-subsumed
by ftg|m′ .

SMI mutation The next lemma is about non-redundancy preserving state-missing muta-
tion. Basically, the hypothesis of this lemma checks that no redundant locations are created
by the mutation.

Proposition 6 (Non redundancy-preserving SMI mutation) Let ftg be an FTG and let [[ϕ]]
be the set of mutants with m,m′ ∈ [[ϕ]] and with m = {smi�} ∪ m′ for some � ∈ Locftg|m′
where ∀�′ �= � such that �′ is target of t and � is source of t , ∃t ′ ∈ Transftg|m with target �′
and source �′′ �= �, �′. Then, ftg|m′ is non-redundant implies ftg|m is non-redundant.

Proof The condition ∀�′ �= � such that �′ is target of t and � is source of t , ∃t ′ ∈ Transftg|m
with target �′ and source �′′ �= �, �′ ensures that the removal of such transitions t do not
cause any redundant location, using the same argument used in Proposition 4.

CXLmutation The condition for non-redundancy preserving CXL mutation is based on a
relaxation of the clock constraint.

Proposition 7 (Non redundancy-preserving CXL mutation) Let ftg be an FTG and let [[ϕ]]
be the set of mutants with m,m′ ∈ [[ϕ]] and with m = {cxlx} ∪m′ for some x ∈ Transftg|m′ ∪
Locftg|m′ with clock constraint x ≤ k. Then, ftg|m′ is non-redundant implies ftg|m is non-
redundant.

Proof This mutation introduces a relaxation of the clock constraint of transition t . As such,
the previous behaviour is still available and by the hypothesis of non-redundancy of ftg|m′ it
follows that ftg|m is non-redundant.

Let c be a clock and let k be some constant. Then such a mutation does not generate a
subsumed mutant when applied to a guard of the form x ≤ k of an uncontrollable transition
or to a guard of the form x ≥ k of a controllable transition, under conditions discussed in
the next lemma.

Lemma 10 (CXL Non-subsumed Transitions) Let ftg be an FTG and let [[ϕ]] be the set of
mutants with m,m′ ∈ [[ϕ]] and m = {cxlt } ∪ m′ for some t ∈ Transftg|m′ with source � and
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either (i) action α ∈ Actu, guard g = x ≤ k and there exists a valuation of clock k < v ≤ k′
for k′ mutation such that (�, v)

α−→ftg|m or (ii) action α ∈ Actc, guard g = x ≥ k and there

exists a valuation of clock k ≤ v < k′ for k′ mutation such that (�, v)
α−→ftg|m′ . Then ftg|m is

non-subsumed by ftg|m′ .

The next lemma provides the conditions under which the application of the mutation
operator CXL on an invariant of a location � (written as cxl�), yields a non-subsumed mutant.

Lemma 11 (CXL Non-subsumed Invariants) Let ftg be an FTG and let [[ϕ]] be the set of
mutants with m, m′ ∈ [[ϕ]] and m = {cxl�} ∪ m′ for some location � ∈ Locftg|m′ and either
(i) Inv(�) = x ≥ k and there exists a valuation v of clock x such that k < v ≤ k′ for
k′ mutation such that (�, v) is reached through a transition with action in Actc and target �
or (ii) Inv(�) = x ≤ k. Then ftg|m is non-subsumed by ftg|m′ .

CXSmutation Also the condition for non-redundancy preserving CXS mutation is based
on a relaxation of the clock constraint.

Proposition 8 (Non redundancy-preserving CXS mutation) Let ftg be an FTG and let [[ϕ]]
be the set of mutants with m, m′ ∈ [[ϕ]] and with m = {cxsx}∪m′ for some x ∈ Transftg|m′ ∪
Locftg|m′ with clock constraint x ≥ k. Then, ftg|m′ is non-redundant implies ftg|m is non-
redundant.

Proof This mutation introduces a relaxation of the clock constraint. Thus, the previous
behaviour is still available and by the hypothesis of non-redundancy of ftg|m′ it follows that
ftg|m is non-redundant.

Again, let c be a clock and let k be some constant. Then such a mutation produces a non-
subsumed mutant when applied to a guard of the form x ≤ k of a controllable transition or
to a guard of the form x ≥ k of an uncontrollable transition, as the next lemma shows.

Lemma 12 (CXS Non-subsumed Transitions) Let ftg be an FTG and let [[ϕ]] be the set of
mutants with m,m′ ∈ [[ϕ]] and m = {cxst } ∪ m′ for some t ∈ Transftg|m′ with source � and
either (i) action in Actc, g = x ≤ k and there exists a clock valuation k′ < v ≤ k with k′
mutation such that (�, v)

α−→ftg|m′ or (ii) action in Actu, g = x ≥ k and there exists a clock

valuation k′ ≤ v < k with k′ mutation such that (�, v)
α−→ftg|m . Then ftg|m is non-subsumed

by ftg|m′ .

The next lemma provides the conditions under which the application of the mutation
operator CXS on an invariant of a location � (written as cxs�) produces a non-subsumed
mutant.

Lemma 13 (CXS Non-subsumed Invariants) Let ftg be an FTG and let [[ϕ]] be the set of
mutants with m, m′ ∈ [[ϕ]] and m = {cxs�} ∪ m′ for some location � ∈ Locftg|m′ and either
(i) Inv(�) = x ≥ k and there exists a valuation v of clock x such that k′ ≤ v < k for
k′ mutation such that (�, v) is reached through a transition with action in Actu and target �
or (ii) Inv(�) = x ≤ k and there exists a valuation v of clock x such that k′ ≤ v < k for
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k′ mutation such that (�, v) is reached through a transition with action in Actc and target �.
Then ftg|m is non-subsumed by ftg|m′ .

Example 12 Recall from Example 5 the mutation operator CXS applied to the FTG ftgfmm
reproduced in Fig. 10(left), and consider its mutants m1 = {t, cxss1} and m′

1 = {t}, depicted
in Figs. 10(top-right) and 10(bottom-right), respectively. Since the clock constraint x ≤ 5

acting as an invariant of s1 is reached through the controllable transition s0
e, x:=0−−−−→ s1,

Lemma 13(ii) implies that ftgfmm|m1 is non-subsumed by ftgfmm|m′
1
, i.e., this is a good

candidate mutation for the configuration m′
1.

CCNmutation We turn our attention to the CCN operator that negates a clock constraint of a
transition. For this mutation, no non-redundancy preserving properties have been identified.
Indeed, the negation of a clock constraint requires to explore the zone graph to check if the
corresponding transition is non-redundant, as well as other locations and transitions only
reachable by that transition. For all non-redundant TG, this mutation always generates a
non-subsumed mutant.

Lemma 14 (CCN Non-subsumed) Let ftg be an FTG and let [[ϕ]] be the set of mutants with
m, m′ ∈ [[ϕ]] and m = {ccnt } ∪ m′ for some t ∈ Transftg|m′ . Then ftg|m is non-subsumed by
ftg|m′ .

4.3 ClassifyingMutations

The following main theorem sums up all the results presented in this section. The spe-
cific additional conditions that need to hold for each mutation operator can be found in the
corresponding lemmata.

Theorem 1 (Classifying mutations) Let ftg be an FTG and let [[ϕ]] be the set of mutants
with m, m′ ∈ [[ϕ]] and with m that differs from m′ by the application of some mutation
op ∈ Opfmm. Table 1 summarises when ftg|m is (non-)subsumed by ftg|m′ based on the
applied mutation.

Fig. 10 FTG ftgfmm (left) reproduced from Fig. 4 (right) and its mutants ftgfmm|m1 (top-right) and ftgfmm|m′
1

(bottom-right) reproduced from Fig. 2(top-right)
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Table 1 Subsumption relation for mutation operators, where ✗ stands for subsumed and ✓ for non-subsumed,
while their subscripts x refer to the corresponding Lemmata x for the specific additional conditions that must
hold for each mutation operator

Proof The proof is obtained by cases, applying the lemmata discussed so far.

4.4 Generating Effective Mutations

Based on our results for detecting subsumed mutants (i.e., Lemmata 1–7), we provide guide-
lines for generating effective FMM and their corresponding FTG. The FTG in Fig. 3 (right)
is an example of a “bad” model. This is because two out of three mutants of the model are
subsumed, and a subsumed mutant cannot be used to generate effective test cases (Larsen
et al. 2017). Hence, while building the FMM and the corresponding FTG (cf. Section 3.3),
ideally one wants to minimise the number of subsumed mutants, thus maximising the effec-
tiveness of the test-case generation phase. To do so, we select from Table 1 those results for
detecting subsumed mutants that are applicable by only checking the syntax of the original
model, rather than those based on the semantics.

Note that in Basile et al. (2020a), we reported two more commandments. The seventh
commandment in Basile et al. (2020a) was distilled from the current Lemma 11, and it is
a condition ensuring that the generated mutant is non-subsumed. As stated in Section 4.2,
Lemma 11 also requires the original model to be non-redundant. This was the first com-
mandment in (Basile et al. 2020a), in fact a pre-requisite on the used models. Since our
focus is on subsumption detection and to improve the separation of concerns, all results
about non-subsumed detection have now been rendered as auxiliary and are thus no longer
part of the guidelines (and neither is the non-redundant requirement).
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Finally, we note that such guidelines could be implemented directly as constraints in
the feature model of the FMM (cf. Figure 5), such that subsumed mutants are prevented
from being generated. In the next section, we provide an empirical evaluation of the results
presented in this section, i.e., certain subsets of mutations are guaranteed to produce mutants
that are a refinement of the SUT and thus there is no need to use them.

5 Evaluation

To further validate our theoretical results and their benefits, we conduct a completely
automatised empirical evaluation based on a proof-of-concept tool we developed, extending
the preliminary experiments performed in Basile et al. (2020a).

5.1 Research Questions andMethodology

The objective of our empirical evaluation is to identify the mutation operators and the
conditions under which a non-effective (i.e., subsumed) mutant is generated. We already
addressed this by formally proving that mutants resulting from specific operators are sub-
sumed under specific conditions, as reported in Theorem 1 and Table 1. To raise confidence
in our results, we confront our theory with a practical implementation. Thus, we ask:

RQ1: Are our guidelines sound, i.e., are all mutants rejected by the guidelines indeed
subsumed mutants?

Our next question concerns the benefits of avoiding the generation of mutants that are
subsumed by construction. In practice, the saved computation time is dependent on the
concrete test-case generation and execution platform. Instead, we measure these benefits in
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a relative way, as the percentage of subsumed mutants that our guidelines can detect. Thus,
we ask:

RQ2: How complete are our guidelines in detecting subsumed mutants?

To answer these questions, we apply the mutation operators to a given original model
to produce first-order mutants. To produce second-order mutants we apply second muta-
tions on first-order mutants. Then, we check whether those mutants violate guidelines
and whether they are subsumed by the original system model, using the refinement check
implemented in the Uppaal or Ecdar tools (David et al. 2010b).

5.2 Implementation

A proof-of-concept software has been implemented to perform the evaluation. The develop-
ment of this software has been made necessary due to the high number of mutants to check
for each case study. Indeed, in Basile et al. (2020a) the experiments were only considering
first-order mutations of a single case study and were only partially automatised, requiring
manual intervention to collect the data, parse the logs, and to produce the output tables. As
a side-product, the software can be used as a tool to automatically check the guidelines on
given mutants of Uppaal/Ecdar models, as well as for mutant generation with the mutation
operators discussed in Section 3.3.

It is important to state at this point that the organisation of TG into the framework of FTG
and FMM has been used to obtain a clean formalisation of the theoretical results discussed
in Section 4. However, the guidelines for detecting subsumed mutants are independent from
the way in which mutants are generated, i.e., they are not constrained to use FMM or FTG.

The experiments protocol is modular and has been divided into two main activities,
depicted in Fig. 11, which led to the (parallel) production of two applications called App-
Mutant (developed by the third, fourth, and first authors) and AppEcdar (developed by the
first author).

The experiment protocol is organised into a control part and an experimental part. The
control part uses the run-time refinement checking offered by Uppaal (originally introduced

Fig. 11 Experiments mind mapping
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in Ecdar) to check, for each mutant, whether or not it is a refinement. The experimental
part statically analyses the mutants to check if they are violating the guidelines presented in
this paper.

We note that whilst the theory presented in Section 4 only distinguishes between sub-
sumed and non-subsumed mutants, the refinement checking performed by Uppaal may also
return inconsistent as output. An inconsistent model is such that it cannot be refined to
one satisfying two additional requirements, called output urgency and independent progress
(cf. David et al. 2015, Def. 4). Output urgency states that an automaton cannot delay an
enabled output. Independent progress is not satisfied by an automaton if it cannot internally
(i.e., by only delaying or firing uncontrollable (output) actions) prevent an invariant from
being violated in a location, against all possible inputs that may or may not arrive from the
environment.

When answering a refinement query Sm <= S, Uppaal firstly refines Sm to be con-
sistent. This means that the uncontrollable behaviour of Sm violating the requirements of
consistency is pruned before performing the refinement checking (after pruning, the model
can still be inconsistent because the controllable (input) behaviour is not pruned). Since, as
for a subsumed mutant, an inconsistent model is not usable, we consider both subsumed
and inconsistent mutants as “bad” mutants. More specifically, an inconsistent model is sub-
sumed by any other model (similarly to how from false premises any conclusion can be
reached), thus an inconsistent model is also a subsumed model.

As we will see in Section 5.4, this additional pruning operation of Uppaal that introduces
further redundant mutated behaviour may cause subsumed or inconsistent mutants to be
undetected by the commandments (for which this behaviour is not considered redundant).

Initially, the original models have been collected with only few adjustments (cf.
Section 5.3) to make them consistent and usable by Uppaal. Indeed, we assume the compe-
tent programmer hypothesis (DeMillo et al. 1978) (i.e., developers produce initial models
close to being correct). Thus, we assume that developers make only small mistakes (e.g., we
will only mutate the clock constants by one time unit, see below). These simple mistakes
(simulated by small mutations) can be put in cascade or coupled to form other emergent
faults using higher-order mutants, according to the coupling effect (DeMillo et al. 1978).

The first activity is the generation of mutants which uses these original models to gener-
ate their mutants, in particular first-order and second-order (i.e., two mutations are applied)
mutants. Each mutant operator is systematically applied to each relevant element (location
or transition) of each model. The second-order mutants generation can be performed exhaus-
tively or on a sample of each mutation (≤10%, see below). Sampling can be useful when
the number of second-order mutants is huge, due to a combinatorial explosion. We gener-
ated all mutants for all case studies, and sampling had been used earlier to quickly validate
the code and models. Moreover, the first activity also performs the experimental part on the
generated mutants: for each mutant it is checked whether or not it violates some guideline.

AppMutant is the software that has been developed (in Java) to perform both the genera-
tion of mutants and the guidelines checking. The class diagrams of AppMutant are displayed
in Fig. 12.

Each mutation is represented as a class instantiating the interface Mutation, offering
facilities to compute the number of possible applications of the mutation to a specific model,
as well as applying the mutation to a model (given as a parameter). Which of the identified
possible mutants is to be generated (and stored) is a second parameter to the method apply.
The guideline checking is also performed in the method apply: a Boolean flag is returned
by this method with value true in case the generated mutant is violating a guideline, and
value false otherwise.
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Fig. 12 Class diagrams of AppMutant (for readability, dependencies are not drawn as arrows)
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For example, the abstract class ConstraintSmallerMutation implements
Mutation and represents the mutation operator CXS. Two implementations of this
abstract class are available, depending on whether the mutation is applied to a transi-
tion or to a location. In both cases, a method reduceBound is available to reduce
the constant of the clock constraint. In the performed experiments, the bound is always
reduced (resp., incremented) by one unit in CXS (resp., CXL). Note that CCN is
only applied to transitions. The results presented in Section 4 are applicable to con-
straints with no conjunctions nor disjunctions. Accordingly, only these constraints can be
mutated by the mutation operators. The TAD mutation operator is implemented by the
abstract class TransitionAddedMutation. This abstract class is implemented by
TransitionAddedControllable and TransitionAddedUncontrollable.
The implementation of this mutation operator simply clones a transition (the first one
encountered in the model), then changes the cloned transition source and target states and
its action, and adds it to the model. In particular, a unique dummy action is used to avoid
non-determinism.

The Mutator class is used to apply a Mutation to a Model. The class Model offers
facilities to manage a Uppaal model (stored in .xml format). AppMutant is the executable
class. It features methods for running first-order and second-order experiments.

Sampling is implemented in the runTwoMutationsSampling utility method.
More in detail, this method takes as parameters the two mutation operators to
apply, and the original model is retrieved with the method original. The method
getPossibleMutations of the retrieved model returns the number of possible muta-
tions that can be applied to that model for a given mutation operator (as parameter). By
calling this method for the two mutation operators and multiplying the returned values (say,
n1 and n2) the total number of possible mutations to apply is computed. The sampled num-
ber of mutants to generate is computed as max( n1×n2

10 , 1000). For each mutant, the selected
mutations to apply are chosen uniformly in the interval [0, n1] for the first mutation and
[0, n2] for the second mutation.

The executable AppMutant has options for generating either first-order or second-order
mutants, with or without sampling. The outputs of the execution are the created mutants
(stored as Uppaal models) and a comma separated values file containing for each mutation
operator the number of violations. Moreover, for each mutation a file listing the mutants
that are violating guidelines is provided. Each generated model comes equipped with two
or three automata: the original model (Spec), the first-order mutant (Spec mutant), and
the second-order mutant (Spec mutant mutant).

After computing both mutants and the violations log, the second activity is carried out
using the AppEcdar application. AppEcdar has two concerns: execute for each mutant model
the refinement checking and parse the logs.

During the refinement checking the queries evaluated by Uppaal are as follows (for first-
and second-order mutants, respectively):

refinement : Spec mutant <= Spec

refinement : Spec mutant mutant <= Spec

The evaluations of these queries for each mutant model produce logs that are grouped by
their mutation operators and stored.

Concerning log parsing, the logs of violations and refinement checking are processed to
provide as output the LATEX tables showed in this paper. Moreover, for validation purposes,
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Fig. 13 Class diagrams of AppEcdar (for readability, dependencies are not drawn as arrows)

a text file (called false negatives) is used to store all mutants violating a guideline
whose refinement checking output is non-subsumed. The class diagrams of AppEcdar are
displayed in Fig. 13. The two main concerns of this activity are separated into two classes
extending the Consumer functional interface of Java. The RefinementChecker class
overrides the method apply(Integer) of Consumer<Integer> to execute the
refinement checking, where the parameter indicates whether first-order or second-order
mutants are processed. This class basically launches the verifytga Uppaal process, and
can be executed on either Windows, Linux or Mac OS X. Similarly, LogParser extends
the same interface and is used to perform the parsing: the mutants and violations logs pars-
ing are decomposed into two separate methods. The class AppEcdar is the executable class.
It offers options to select which case study to analyse, whether to perform refinement check-
ing (indicating whether for first or second order), and whether to perform logs parsing
(indicating whether for first or second order).

To enable the replication of our experiments, the source code, models, binaries and a
video tutorial are publicly available.1 Note that, for refinement checking, a distribution of
Ecdar or Uppaal TIGA is required.2 The experiments have been executed on a Windows
machine with Java version 9.0.4 and a LinuxMachine with OpenJDK 1.8, both using Uppaal
TIGA 4.1.4 (rev. 5535), March 2014 academic version.

1Available at https://doi.org/10.5281/zenodo.5749732. The sources are also available at https://bitbucket.org/
davidebasile84/timed mutation/src/master/
2Available at https://uppaal.org/downloads/other/

https://doi.org/10.5281/zenodo.5749732
https://bitbucket.org/davidebasile84/timed_mutation/src/master/
https://bitbucket.org/davidebasile84/timed_mutation/src/master/
https://uppaal.org/downloads/other/
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5.3 Subject Systems

In this section, we describe the six case studies we analysed and provide references to the lit-
erature. While some case studies (i.e., the Car Alarm System) were already provided as TG
in the literature, others required minor adaptations to be usable by Uppaal. Examples of such
minor adaptations are: declarations of inputs as controllable and outputs as uncontrollable,
and declaration of internal transitions as uncontrollable.

We also faced three issues. The first is that some case studies were parametric, whilst
Uppaal TIGA cannot process parametric timed automata (i.e, it is not possible to have a
transition using variables in the guard and channel synchronisation). Parametric constraints
may also be mutually exclusive such that each set-up of parameters makes some transitions
redundant. We solved this by instantiating each parameter to a specific value, taken from
the literature when possible, and removing redundant behaviour.

The second issue is that Uppaal TIGA and timed interfaces do not support shared memory,
i.e., no global variables are allowed in refinement checking. Since we analysed automata in
isolation, all variables were made local.

The third issue is that Uppaal TIGA requires that each model is consistent (cf. Section 5).
In some of the case studies the automata had originally been designed to be consistent when
composed with the other automata of the same case study (with specific parameter assign-
ments), but not for any possible environment, as instead is required by the consistency
checking of Uppaal TIGA. We solved this third issue by fixing the automata not satisfy-
ing these properties for the specific set-up of parameters. Indeed, performing refinement
checking of inconsistent models would be useless.

We specify below the changes we applied to the models in order to deal with these three
issues. We evaluated the guidelines on six case studies retrieved from the literature that are
detailed next.

5.3.1 CAS

The Car Alarm System (CAS) automaton we used in Basile et al. (2020a) stems from
Ford’s automotive demonstrator in the MOGENTES project, and is depicted in Fig. 14 (for
readability, we omitted the sink state with incoming transitions from all states receiving
unexpected inputs). The original model accounts six automata that are composed syn-
chronously. We applied the mutations on the main automaton of the model, called system.
This automaton has already been used for experiments in Aichernig et al. (2015), Larsen
et al. (2017), and Aichernig et al. (2013). The system model allows as inputs the unlock-
ing, locking, closing, and opening of a car’s door. The outputs are the signals for arming,
unarming, and turning the sound and flash alarms on and off. We mainly used the adaption
of the automaton to Uppaal in Larsen et al. (2017), in which all input transitions are marked
as controllable and all output transitions as uncontrollable.

5.3.2 Coffee

The coffee machine (COFFEE) model stems from an introduction to parametric timed
automata (André et al. 2019), for didactic purposes. The model is composed of only one
automaton, depicted in Fig. 15, and allows a user to press a button for coffee and possibly
add sugar, upon which a cup of coffee is prepared and eventually delivered.
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Fig. 14 The CAS automaton from Larsen et al. (2017) (for readability, the sink state is not depicted)

5.3.3 Accel

This is another parametric timed automata model from the automotive domain, stemming
from Waga et al. (2017) and André et al. (2018), where it was presented as generated from
a Simulink model of a scenario of monitoring the gear change of an automatic transmis-
sion system (Hoxha et al. 2015). The automaton that has been used for the experiments is
depicted in Fig. 16. It has been slightly modified from its original version. In particular, we
abstracted away the clock variable xabs. It models a basic automatic transmission require-
ment from Hoxha et al. (2015) (through a pattern that matches a part of a timed word that
violates it): when shifting into any gear, there should be no shift from that gear to any other
gear within a given time threshold.

5.3.4 Hotel

This is a timed service contract automata model from Basile et al. (2020c), depicted in
Fig. 17. It models a hotel booking system that offers different types of rooms, requests
payment either in cash or by card (of different duration) from clients, and possibly emits a
receipt.



  160 Page 30 of 55 Empir Software Eng          (2022) 27:160 

Fig. 15 The COFFEE automaton from André et al. (2019)

5.3.5 WFAS

The Wireless Fire Alarm System (WFAS) model is a parametric timed automaton model
from Benes et al. (2015). It stems from Feo-Arenis et al. (2014), where it was presented as
a formalisation of the requirements specified by a company specialised in radio technology,
with the aim of verifying that the WFAS design passes the conformance tests put forward by
European standards. It models two wireless sensors communicating with an alarm controller
over a communication channel. The controller synchronises the two sensors and uses a
clock x.

As for ACCEL, the automaton that has been used for the experiments, depicted in
Fig. 18, has been slightly modified from its original version. We retrieved the values of the

Fig. 16 The adapted ACCEL automaton of the parametric timed pattern matching benchmark from Waga
et al. (2017) and André et al. (2018)
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Fig. 17 The HOTEL automaton from Basile et al. (2020c)

parameters from Benes et al. (2015). We abstracted away the clock variable y from the clock
invariant and removed redundant transitions.

We added two additional uncontrollable transitions from states cont 1 and cont 3 to
the timeout state to satisfy independent progress and make the model consistent.

5.3.6 Mutex

This a parametric timed automaton model fromHune et al. (2001) of Fischer’s mutual exclu-
sion protocol (Lamport 1987) (cf. Ter Beek and Kleijn 2012 for an untimed token-based
solution). Its purpose is to guarantee mutually exclusive access to a critical section among
competing processes. Also this automaton, depicted in Fig. 19, has been slightly modified.
The original model used a global variable lock shared with the other (replicated) automata.
We pruned two transitions that were never enabled (and redundant) since this automaton is
analysed in isolation.

Fig. 18 The WFAS automaton adapted from Benes et al. (2015)
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Fig. 19 The MUTEX automaton adapted from Hune et al. (2001)

5.4 Validation Results

Here we interpret the results of our experiments for RQ1 and RQ2 for all the case stud-
ies. We applied all mutation operators discussed in the paper, namely TMI, TAD, SMI,
CXL, CXS, and CCN. Mutations are applied singularly for first-order mutants or in pairs
for second-order mutants. For each case study, we provide a table for first-order mutations
and a table for second-order mutations (for reasons of readability, the latter are reported in
Appendix A). Each table reports the total number of mutants, that of non-subsumed mutants,
of subsumed mutants, of inconsistent mutants, and of mutants violating the guidelines, as
well as—in the last column—the ratio of mutants that are statically detected to be subsumed
by our guidelines, computed as follows:

(models) violating (guidelines)

subsumed + inconsistent (models)

5.4.1 First Order

We start by discussing the results for first-order experiments. Firstly, no false negatives
are detected: none of the mutants violating guidelines is non-subsumed, thus validating the
theoretical results presented in the initial part of Section 4 (i.e., Lemmata 1–7).

CAS Table 2 contains the results for first-order mutants. We note that we refined the mutant
generation phase, to reduce the number of inconsistent mutants generated. Thus, the results
in Table 2 are not based on the same mutants as those in Basile et al. (2020a). A total of
721 first-order mutants were generated. A total of 77% of the first-order subsumed mutants
and inconsistent mutants generated for this case study are detected by both Uppaal and the
guidelines.

As showed in Fig. 14, many locations of this automaton have upper-bound invariants
(i.e., ≤) and only one outgoing transition. This means that whenever one of these tran-
sitions is removed, the mutant may become inconsistent. For example, from the initial
location openUnlocked, the sequence close? lock? of inputs leads to the location
closedLocked. A mutation that removes the only uncontrollable outgoing transition of
closedLocked produces an inconsistent mutant. Indeed, if no input arrives the system
can only delay for a finite amount of time before the invariant c ≤ 20 is violated. This is
the case for TMI and SMI mutations, the two mutation operators that remove transitions.

We also note two locations with invariant e ≤ 300 and incoming uncontrollable tran-
sition with guard e = 300. In this case, increasing the constant of the clock guard or
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Table 2 CAS first-order mutants results

operator

measure

mutants non-subsumed subsumed inconsistent
violating
guidelines

violating
subsumed +
inconsistent

88 71 6 11 17 100%

578 197 381 0 289 76%

16 7 0 9 8 89%

20 8 9 3 6 50%

13 6 3 4 6 86%

6 6 0 0 0 -

totals 721 295 399 27 326 77%

decreasing the constant of the clock invariant makes the uncontrollable transition redun-
dant. This in turn makes the source state of the (only outgoing uncontrollable) redundant
transition not satisfying the independent progress property: the corresponding mutant is
inconsistent. This is the case for mutations CXL and CXS. Moreover, the worst performance
of the guidelines are for mutation CXL. This is due to the fact that enlarging a clock con-
straint constant in this specific automaton is likely to make an element redundant (as in the
previous example), and thus make the corresponding mutant subsumed, even if no guideline
is violated. Since the original model is consistent, TMI applied to a controllable transition
(and thus not violating a guideline) never produces a redundant element. Indeed, in this
automaton, 100% of subsumed or inconsistent mutants produced with TMI are detected to
be violating a guideline.

COFFEE Table 3 contains the results for first-order mutants. A total of 55 first-order mutants
were generated. A total of 91% of the first-order subsumedmutants and inconsistent mutants
generated for this case study could have been avoided, because they are statically detected
to be violating the guidelines.

This automaton shows the best performances of the guidelines when compared to the
other case studies. Indeed, 100% of subsumed or inconsistent mutants for mutation opera-
tors TMI, SMI, and CXS are violating guidelines, whilst TAD has also a higher percentage of
mutants detected by the guidelines. Operator CXL has six subsumed mutants, of which four
are detected by the guidelines. These two subsumed mutants not detected by the guidelines
result from the application of CXL to either location add sugar or preparing coffee
(cf. Figure 15). In both cases, the constant is incremented by one.

We note that both models (original and mutant) can reach a configuration where � =
add sugar and y = 5. From this configuration, if the mutant delays by one time unit then
the original model cannot also delay. According to Definition 7 this proves that the mutant is
not a refinement. However, in Uppaal this additional delay of the mutant is not allowed. The
reason is that the reached configuration (� = add sugar and y = 6) is “bad”: it violates
the independent progress property (neither delays nor uncontrollable moves are allowed),
which is required by Uppaal to hold for the mutant. Such transitions leading to “bad” con-
figurations are pruned by Uppaal before performing the refinement checking (David et al.
2015). Accordingly, Uppaal detects this mutant to be subsumed. Basically, the increment
of the constant adds redundant uncontrollable behaviour that does not modify the original
specification.
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Table 3 COFFEE first-order mutants results

operator

measure
mutants non-subsumed subsumed inconsistent

violating
guidelines

violating
subsumed +
inconsistent

6 0 6 0 6 100%

32 15 17 0 16 94%

3 0 3 0 3 100%

6 3 3 0 3 100%

7 1 6 0 4 67%

1 1 0 0 0 -

totals 55 20 35 0 32 91%

The same reasoning applies to the case where CXL is applied to the location
preparing coffee. On the converse, this is not the case when applying CXL to the
location cdone: the added uncontrollable behaviour is not redundant because of a fur-
ther outgoing uncontrollable transition. Indeed, this mutant is detected by Uppaal to be
non-subsumed.

ACCEL Table 4 contains the results for first-order mutants. A total of 451 first-order mutants
were generated. A total of 86% of the first-order subsumedmutants and inconsistent mutants
generated for this case study are statically detected by the guidelines. In this case, the
percentage of detected mutants is 100% for the mutation operators TMI, SMI, CXS, and
CXL.

The only inconsistent mutant is generated by TAD when adding a controllable transi-
tion from the initial state pre s0 to state s end. Indeed, the system cannot block inputs,
and from the target state s end no delay is allowed (the location is urgent) and no outgo-
ing uncontrollable transition is present. This makes the mutant inconsistent (and correctly
spotted as violating the second commandment). We note that the ACCEL model has no
invariant on locations, and thus all locations are satisfying independent progress (except for
the urgent one).

There are 16% TAD mutants detected by Uppaal as subsumed but not detected by the
guidelines. These added uncontrollable transitions have no guard but only a dummy output.

Table 4 ACCEL first-order mutants results

operator

measure

mutants non-subsumed subsumed inconsistent
violating
guidelines

violating
subsumed +
inconsistent

33 0 33 0 33 100%

392 158 233 1 196 84%

13 0 13 0 13 100%

3 1 2 0 2 100%

5 2 3 0 3 100%

5 4 1 0 0 0%

totals 451 165 285 1 247 86%
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For example, the mutation adding an additional uncontrollable transition from the initial
state to itself is detected as being subsumed, although it is not according to Definition 7.
Since all locations are reachable, satisfy independent progress, and no constraints on loca-
tions are present, we argue that these 16% TAD subsumed mutants may be false positives
(although we have no details on the internal implementation of Uppaal). However, due the
high number of such subsumedmutants (i.e., 233), it is not possible to manually inspect each
one of them. Notwithstanding false positives (which deteriorate the percentage of subsumed
mutants detected by the guidelines), the guidelines in this case study are still efficient, by
statically detecting 86% of the subsumed mutants.

Finally, in this case study we also note the presence of a subsumed mutant for the muta-
tion operator CCN. This mutation is negating the clock guard of the transition with source
s soon end and target s end. This would apparently be a counterexample to Lemma 14.
However, this is not the case because the generated mutant is redundant, thus violating the
hypothesis of Section 4.2. Indeed, this specific mutation is not preserving non-redundancy
of the mutant. This is because the negated clock guard x ≤ 0 can never be enabled, since
the target state is only reached when x > 25. This last example emphasises the hardness
of statically detecting non-redundancy preserving mutations.

HOTEL Table 5 contains the results for first-order mutants. A total of 39 first-order mutants
were generated.

A total of 51% of the first-order subsumed mutants and inconsistent mutants generated
for this case study are statically detected by the guidelines, this being the worst perfor-
mances when compared to the other case studies. This is because Hotel represents a “bad”
model for the guidelines. We remark that the guidelines do not consider additional con-
straints imposed by Uppaal on the mutants, causing the increment of redundancy in the
mutants. Indeed, since location qH1 (cf. Figure 17) does not satisfy independent progress,
Uppaal prunes the only two outgoing transitions from the initial state, prior to start refine-
ment checking. Thus, all elements (apart from the initial location) are redundant in the
model when checking for refinement. Indeed, all mutants generated by TMI, SMI, CXL,
CXS, and CCN are mutating redundant elements and thus are all subsumed.

For example, the four subsumed mutants of CCN (negating the 4 clock guards) are all
cases of mutations adding redundant uncontrollable behaviour. Now consider the mutation
negating the guards of the transition with source state qH0 and target state qH1. By Def-
inition 7, from the initial configuration (qH0,y = 0) the mutant could fire this mutated
uncontrollable transition (and indeed this mutation is not violating any guideline). However,

Table 5 HOTEL first-order mutants results

operator

measure

mutants non-subsumed subsumed inconsistent
violating
guidelines

violating
subsumed +
inconsistent

5 0 5 0 3 60%

18 4 13 1 9 64%

2 0 2 0 1 50%

5 0 5 0 2 40%

5 0 5 0 3 60%

4 0 4 0 0 0%

totals 39 4 34 1 18 51%
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since the reached location qH1 does not satisfy independent progress, this uncontrollable
behaviour is pruned by Uppaal prior to the refinement checking (i.e., the added behaviour
is redundant). Therefore, the mutant is detected as subsumed.

The only mutant detected as inconsistent by Uppaal is a TAD mutation adding a control-
lable transition (qH0,y ≥ 4,dummy?,y = 0,qH1). Indeed, as previously stated, location
qH1 does not satisfy independent progress, and the system cannot prevent to reach this
“bad” location due to the presence of the added dummy input transition. Note that this
mutant is also violating a guideline: if this mutant were not inconsistent, it would anyway
be subsumed.

Finally, concerning TAD applied to uncontrollable transitions, there are four non-
subsumed mutants and five subsumed mutants (not detected by the guidelines). The four
non-subsumed mutants are obtained by adding transitions from location qH1 to either of the
locations of the model (3 in total). These mutants are non-subsumed because the mutations
make location qH1 satisfy independent progress (and thus non-redundant). The last case is
adding a transition from the initial state to qH2. This transition is not redundant because it
does not involve state qH2, and the corresponding mutant is non-subsumed.

WFAS Table 6 contains the results for first-order mutants. A total of 121 first-order mutants
were generated. A total of 74% of the first-order subsumedmutants and inconsistent mutants
generated for this case study are detected by the guidelines.

Mutation TMI produces four inconsistent mutants that are all detected by the guide-
lines. Indeed, removing one of such four uncontrollable transitions makes the source state
inconsistent (i.e., not satisfying independent progress).

One application of SMI to the state timeout causes the violation of the third com-
mandment. The corresponding mutant is inconsistent. Its mutation operator corresponds to
removing two uncontrollable transitions (similar to TMI). Removing state cont 3 (and all
its incident transitions) makes state cont 2 not satisfying independent progress, and thus
inconsistent. Since cont 3 has one incoming controllable transition, it does not violate
the third commandment. The application of SMI to locations fail, cont 4, and cont 2
produces non-subsumed mutants.

Mutation TAD adds 36 controllable transitions (producing 36 mutants), all detected as
violating guidelines and all subsumed. Of the 36 uncontrollable transitions added, 26 pro-
duce non-subsumed mutants, while ten produce subsumed mutants (not detected by the
guidelines). These ten subsumed mutants all have an additional uncontrollable transition

Table 6 WFAS first-order mutants results

operator

measure

mutants non-subsumed subsumed inconsistent
violating
guidelines

violating
subsumed +
inconsistent

14 10 0 4 4 100%

72 26 46 0 36 78%

5 3 0 2 1 50%

12 8 0 4 0 0%

12 2 6 4 8 80%

6 6 0 0 0 -

totals 121 55 52 14 49 74%



Empir Software Eng          (2022) 27:160 Page 37 of 55  160 

with guard x ≥ 2 and a dummy output. Two with source cont 1 and target cont 1
(resp., cont 3) and two with source timeout and target fail (resp., timeout) are not
redundant, and their target state is not violating independent progress. These four mutants
are false positives. The remaining added transitions are one with source cont 2 and tar-
get cont 2, two with source cont 3 and target cont 1 (resp., cont 3), one with source
cont 4 and target cont 4, two with source fail and target fail (resp., timeout).
From these source states the added transitions are never enabled, and thus redundant.

The application of CXS to any clock guard produces a non-subsumed mutants (for a total
of 8 mutants), whereas its application to a clock invariant produces an inconsistent mutant.
Of these four inconsistent mutants none is detected to be violating a guideline. Indeed, these
are all cases of mutations that deactivate an uncontrollable transition, and similar to TMI
this in turns causes the mutated state to not satisfy independent progress.

There are only two non-subsumed CXL mutants, namely the mutations applied to either
location cont 1 or cont 3. For example, the mutation on cont 1 allows to delay by
three time units before firing the transition to timeout. This behaviour is not allowed in
the original model and thus according to Definition 7 the mutant is non-subsumed. The
same happens with the mutation on cont 3. The other two applications of CXL to loca-
tions cont 2 and cont 4 are subsumed and are not detected by the guidelines. This is
because Uppaal prunes the transitions delaying of one further time unit in both locations
prior to refinement, since this (uncontrollable) behaviour leads to a configuration not satis-
fying independent progress. The application of CXL to transitions produces four inconsistent
and four subsumed mutants. These are all detected to be violating the third command-
ment and point (i) of the fifth commandment. The four inconsistent mutants are mutating
the guards of uncontrollable transitions, making them redundant and the source location
violating independent progress.

Finally, all CCN mutations are producing non-subsumed mutants. We conclude that this
case study is susceptible to violate independent progress when mutated, this being the main
reason for the alternating performances of the mutation operators, whereas for TAD this is
due to the possibility of adding redundant uncontrollable transitions.

MUTEX Table 7 contains the results for first-order mutants. A total of 47 first-order mutants
were generated. A total of 73% of the first-order subsumedmutants and inconsistent mutants
generated for this case study are detected to be violating some guideline.

In this case study, mutation operators TMI, SMI, CXL, and CXS detect 100% of sub-
sumed or inconsistent mutants. The only CCN mutant is non-subsumed. Mutation TAD
applied to controllable transitions produces 16 mutants, of which two are inconsistent and
the others are subsumed. All 16 mutants are violating the second commandment. One of the
two inconsistent mutants is generated by adding a controllable transition from start 1 to
tryenter 1. In this case, the target state does not satisfy independent progress, because
the only outgoing uncontrollable transition becomes disabled. The other inconsistent mutant
is similar, in this case however the source state of the added transition is set 1.

Finally, the only subsumed mutants not detected by the guidelines are due to mutation
TAD applied to uncontrollable transitions. This produces six non-subsumed mutants and ten
subsumed mutants that are not detected by the guidelines. This is because the ten subsumed
mutants are adding uncontrollable transitions whose guard is never enabled (due to the
implementation of the TAD operator), and are thus redundant. Hence, in this specific case
study the ten subsumed mutants are missed by the guidelines because of the way the TAD
operator is implemented, i.e., the chosen guard for the added transition may render the new
transition redundant.
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Table 7 MUTEX first-order mutants results

operator

measure

mutants non-subsumed subsumed inconsistent
violating
guidelines

violating
subsumed +
inconsistent

4 0 1 3 4 100%

32 6 24 2 16 62%

3 0 0 3 3 100%

3 0 0 3 3 100%

4 3 0 1 1 100%

1 1 0 0 0 -

totals 47 10 25 12 27 73%

5.4.2 Second Order

We now interpret the outcomes of the second-order experiments. Due to the high number of
mutants (hundreds of thousands), it is not feasible to manually inspect each of the generated
mutants (as we did for the first-order mutants). However, since second-order mutants are
generated by mutating first-order mutants, the insights on the first-order experiments can be
extended to the case of second-order mutants. The results of the second-order experiments
for the six case studies are reported in Tables 8, 9, 10, 11, 12 and 13 and summarised in
Fig. 22.

We observe a deterioration in the percentage of subsumed/inconsistent mutants detected
by the guidelines. The average deterioration is≈ 25%, with a minimum of 15% deterioration
for ACCEL and a maximum of 34% for WFAS. By looking at the first-order experiments,
this variation can be explained by the fact that ACCEL’s undetected subsumed mutants are
false positives, and none of them is violating independent progress. The converse happens
for WFAS, whose mutants are highly susceptible to violate independent progress, and this
is amplified in the second-order experiments.

We note that in the second-order experiments it is required that both mutations are vio-
lating the guidelines. If only one mutation is violating a guideline but the other is not,
then the corresponding second-order mutant is detected as not violating the guidelines.
Indeed, although the second mutation is relative to the corresponding first-order mutant
(i.e., second-order mutants are obtained by performing an additional mutation on first-order
mutants), the “bad” mutants are those that are refinements of the original model, and not of
their relative first-order mutant. Indeed, we are interested in detecting all mutants (no matter
of what order) that are subsumed by the original model.

More in detail, given a model Spec, a first-order mutant Spec mutant, and a second-
order mutant Spec mutant mutant, AppEcdar checks whether Spec mutant mutant
<= Spec. If the first mutation on the original model violates any guideline, by the
theoretical results presented in Section 4, it holds that Spec mutant <= Spec. If
also the second mutation of the first-order mutant violates any guideline, we know that
Spec mutant mutant <= Spec mutant. At this point, by the transitivity of <=, it is
possible to conclude that Spec mutant mutant <= Spec. However, if one of the two
violations is not violating any guideline, this conclusion cannot be reached. This also entails
that first-order subsumed mutants cannot be discarded when performing second-order muta-
tions, since otherwise it would not be possible to conclude that Spec mutant mutant
<= Spec using the theoretical results of Section 4.
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One of the causes of this deterioration of the guidelines’ performances in the second-
order mutants is the conjunction of two violation requirements.

Consider the models in Fig. 20. The first-order mutant MUTANTtad introduces control-
lable behaviour (with TAD, by adding a controllable transition), thus being subsumed by
the original model SUT and violating the second commandment. Another first-order mutant
MUTANTcxs, mutated with CXS, is subsumed by SUT due to the ninth commandment.
Even though the two mutations are separately producing first-order mutants that are sub-
sumed and separately violating guidelines, the application of CXS to MUTANTtad produces
a mutant MUTANTtadcxs that is not violating the guidelines, even if MUTANTtadcxs
<= SUT.

Indeed, applying the CXS mutation to MUTANTtad reduces the added controllable
behaviour (i.e., it restricts the clock invariant target of the added transition), and thus
MUTANTtadcxs �≤ MUTANTtad. Correspondingly, the second mutation is not violating
any guideline and the experiments cannot conclude that the second-order mutant is violat-
ing the guidelines. However, since this reduced controllable behaviour was not present in
SUT, it holds that MUTANTtadcxs <= SUT.

Finally, whilst applying a mutation on the original model is less prone to mutate a redun-
dant element, this is not the case for second-order mutants. Indeed, if one mutation produces
redundant behaviour (possibly also due to independent progress), then applying the second
mutation on one such redundant element could produce a subsumed mutant not detected
by our guidelines. Also, in case of an inconsistent first-order mutant, it is unlikely that the
second mutation will fix the inconsistency.

We note that the presented theoretical results only account for a single mutation of a
model (being it the original model or a mutant), and the second-order results are obtained by
transitivity of <=. Further results about applying more than one single mutation on a model
could help to improve the performances of higher-order mutants (e.g., syntactic conditions
under which second-order mutants are subsumed by the SUT). However, such results are
hard to obtain due to the possible presence of redundant behaviour and interactions between

Fig. 20 An example showing a subsumed second-order mutant not detected by the guidelines using Uppaal
TIGA
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mutations. For example, it is not always true that if two mutations produce two separate
subsumed first-order mutants, then their composition produces a second-order subsumed
mutant (as occurs in Fig. 20).

To show this, consider Fig. 21. This example shows that the two first-order mutants
MUTANT1 (applying CXS on a transition) and MUTANT2 (applying CXL on a location) are
both subsumed by the original model SUT, because they are mutating redundant elements.
However, the application of the two mutations (no matter in what order) produces a second-
order mutant that is not subsumed by the SUT. This is because an interaction occurs between
the two mutations, causing the redundant (uncontrollable) behaviour of the original model
to become non-redundant and the second-order mutant to be non-subsumed.

Regardless of the obstacles when applying the guidelines to higher-order mutants, in our
experiments we were able to statically detect 71% of the subsumed/inconsistent second-
order mutants for the ACCEL case study, and 65% for the COFFEE case study.

5.5 Final Considerations

The experiments confirm that all mutants violating the guidelines were subsumed or incon-
sistent, as expected, thus providing further confidence in our results and an answer to RQ1.
This has been theoretically proved in Section 4, and the correctness of the proofs was con-
firmed during the experiments. Indeed, AppEcdar performed a false negative checking, to
check for the presence of non-subsumed mutants violating the guidelines. No such mutants
have been identified in any of the case studies. The correctness of the theoretical results can
also be observed by the fact that, for each case study, the number of mutants violating the
guidelines is never greater than the number of mutants that are either subsumed or inconsis-
tent. We remark that all subsumed and inconsistent mutants that are violating the guidelines
are those that would not be generated if one were to apply the guidelines presented in
Section 4.4.

Fig. 21 An example, using Uppaal TIGA, showing two subsumed first-order mutants whose composition of
mutations is not subsumed
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To answer RQ2, we report a histogram summarising the outcome of the experiments in
Fig. 22. The results confirm the gain of our approach: more than half of all subsumed first-
order mutants are detected by our guidelines for each case study, detecting 91%, 86%, and
77% subsumed mutants for, respectively, the COFFEE, ACCEL, and CAS case studies. As
discussed in Section 5.4.2, this holds also for second-order mutants. Indeed, the guidelines
were capable of detecting more than half of the second-order subsumed or inconsistent
mutants for the case studies COFFEE, ACCEL, and CAS, and fewer for the remaining three
case studies.

We also report a histogram in Fig. 23 showing what is the likelihood of generating a sub-
sumed mutant when applying random mutations, with or without using the guidelines, for
both first-order and second-order experiments. We assume that all mutations have the same
probability of being applied. For each case study, the probability of generating a subsumed
mutant is computed as

1 − non-subsumed mutants

total mutants − mutants violating guidelines

(the parameter of mutants violating guidelines is equal to zero when gener-
ating mutants without using the guidelines). Notably, the guidelines can drastically diminish
the probability of generating subsumed mutants in some case study. The histogram shows
how this probability gets lower when applying two mutations (independently of the usage
of the guidelines). Indeed, by augmenting the number of mutations, it is less likely that
they will have no effect on the mutated model. We note that HOTEL has the highest prob-
ability of generating subsumed mutants. This also explains the worst performances of the
guidelines for this particular case study.

Several directions of improvement of the static analysis performed by the guidelines
are possible. Different implementations of the mutation operators can be investigated. For
example, our implementation of the TAD mutation operator adds uncontrollable transition
that may be guarded. This is likely to introduce subsumed mutants not detected by our

Fig. 22 Percentage of subsumed mutants that are detected by the guidelines
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Fig. 23 The probability of randomly generating a subsumed mutant (with or without using the guidelines),
assuming that mutants are distributed uniformly

guidelines when such guards are never satisfied. By changing the implementation of TAD
such that no guarded transition is added, the generated mutants are less likely to be sub-
sumed. We note that TAD mutation is responsible for many undetected subsumed mutants
in all the analysed case studies.

Parametric timed games (Luthmann et al. 2019; Luthmann et al. 2017) can be investi-
gated to perform exhaustive experiments for the mutations CXL and CXS for all possible
constant value updates. In the presented experiments, CXL and CXS updated the constants
of clock constraints by increasing or decreasing by one unit.

More research is needed for the static detection of redundant elements (e.g., dangling
locations). Our experiments have exploited the refinement checking provided by Uppaal,
which however performs a pre-processing step to prune uncontrollable behaviour not
consistent. For experiments performed with Uppaal, syntactically detecting locations not
satisfying independent progress is possible. For example, if a location has a clock invariant
of the form x ≤ k and no outgoing uncontrollable transition, then this location is not sat-
isfying independent progress. This is the case for location qH1 of the HOTEL case study,
which is indeed generating the worst performances for our guidelines. We argue that by stat-
ically pre-processing models similar to the HOTEL model to remove such “bad” locations,
the performances can be improved.

In Fig. 21, an example of two mutations producing subsumed mutants whose composi-
tion is producing a non-subsumed mutant is displayed. However, these two mutations are
not violating the guidelines. Indeed, the set of mutants violating the guidelines is a strict
subset of the subsumed mutants. Further research is needed to prove or disprove whether
the composition of two mutations violating guidelines always yields a subsumed mutant.

Finally, we note that the variation of percentages of detected mutants in each case study



Empir Software Eng          (2022) 27:160 Page 43 of 55  160 

also depends on the number of controllable and uncontrollable transitions, as well as the
presence of different types of constraints, which are specific to each case study.

5.6 Threats to Validity

Our empirical results essentially rely on the refinement relation as implemented in
Uppaal/Ecdar. Should this implementation deviate (even slightly) from the definition we
employ (itself based on the paper introducing Ecdar (David et al. 2010b)), we might witness
the occurrence of false positives (mutants erroneously labelled as subsumed). To mitigate
this risk, we conducted a non-exhaustive manual analysis of the sampled mutants.

Nevertheless, we did not remove these few false positives, which would actually improve
our results since it would increase the percentage of subsumed mutants detected by our
guidelines.

6 Conclusion and FutureWork

We presented a methodology for discarding ineffective mutations for testing real-time sys-
tems. An effective mutant can be used to generate test cases that distinguish the mutant from
the original system model. The framework of TG and Ecdar refinement checking of Larsen
et al. (2017) was adopted, and mutants were organised as a product line of mutations using
the approach of Devroey et al. (2016). Our guidelines to the construction of such a featured
mutant model can be encoded as constraints in the feature model, to guarantee that effec-
tive mutants will be generated. Our experiments confirmed the soundness of our approach
and demonstrated that our actionable guidelines can significantly reduce the number of
subsumed mutants.

In future work, we plan to exploit the auxiliary results from Section 4.2 to perform a dif-
ferent evaluation than the one presented in this paper, viz., instead of discarding subsumed
mutants, only generate (statically known) non-subsumed ones. As mentioned before, this
evaluation is harder because only in specific cases it is possible to detect whether a mutation
is non-redundant.

In the future, we also plan to investigate a family-based technique for checking refine-
ments all-at-once directly on the FTG, in order to take further advantage of the product-line
approach and of our technique for building effective featured mutant models. This would
allow the generation of the smallest set of test cases that can distinguish all killable mutants.
One way to do so is to design a feature-aware extension of the refinement checking proce-
dure of David et al. (2010a, 2010b). By associating a feature to each mutant (Devroey et al.
2016), one could then collect the feature expressions identifying all mutants for which the
refinement holds, and those for which it does not, in a single play. This problem was studied
in the non-timed case (Cordy et al. 2012a), but it remains unaddressed for real-time sys-
tems. The addition of time makes this problem challenging, as there is no known efficient
way to encode time and variability in a single data structure (Cordy et al. 2012b).

Our work also provides the foundations to evaluate real-time test cases. To this aim, one
could apply the approach of Devroey et al. (2016) on a featured timed model to identify
which mutants are killed. Again, this would require data structures combining time with
variability.
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Appendix A: Results for Second-Order Mutations

Table 8 CAS second-order mutants results
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Table 9 COFFEE second-order mutants results
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Table 10 ACCEL second-order mutants results
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Table 11 HOTEL second-order mutants results
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Table 12 WFAS second-order mutants results
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Table 13 MUTEX second-order mutants results
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Aichernig BK, Brandl H, Jöbstl E, Krenn W, Schlick R, Tiran S (2015) Killing strategies for model-based
mutation testing. Softw Test Verif Reliab 25(8):716–748. https://doi.org/10.1002/stvr.1522

Aichernig BK, Lorber F, Nickovic D (2013) Time for mutants: Model-based mutation testing with timed
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