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ABSTRACT
Perhaps the applied nature of information retrieval research goes
some way to explain the community’s rich history of evaluating
machine learning models holistically, understanding that efficacy
matters but so does the computational cost incurred to achieve it.
This is evidenced, for example, by more than a decade of research
on efficient training and inference of large decision forest models
in learning-to-rank. As the community adopts even more complex,
neural network-based models in a wide range of applications, ques-
tions on efficiency have once again become relevant. We propose
this workshop as a forum for a critical discussion of efficiency in
the era of neural information retrieval, to encourage debate on the
current state and future directions of research in this space, and to
promote more sustainable research by identifying best practices in
the development and evaluation of neural models for information
retrieval.
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1 MOTIVATION AND THEME
Over a decade ago, machine learning transformed howwe approach
the ranking problem where a number of “documents” are to be
ordered with respect to a “query.” Many applications of ranking
such as ad hoc search benefited substantially from a paradigm shift
from early statistical methods and hand-crafted rules to what would
later be called learning to rank (LTR) [27]. This leap was perhaps
best exemplified by LambdaMART [10] in the Yahoo! Learning-to-
Rank Challenge [12].
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The success of LambdaMART and subsequent decision forest-
based descendents [9, 15, 17, 33] in improving the quality of rank-
ings came at the expense of the efficiency of training and inference.
The training of such models is expensive because we must often
learn ensembles of hundreds to thousands of deep decision trees
sequentially with gradient boosting [16], with each node in every
tree requiring a search in the feature space [7]. To become accurate,
these large models need to be trained on vast amounts of data,
often represented as complex, costly features. Inference, too, is
computationally intensive because computing a score for a single
query-document pair requires the traversal of paths, from roots to
leaves, of every decision tree in the model.

The enormity of the new computational costs was not lost on
the information retrieval (IR) community; in fact, it spawned a line
of research to systematically investigate questions of efficiency and
explore the trade-offs between efficiency and effectiveness in rank-
ing models, leading to several innovations. The community widely
adopted multi-stage rankers, separating light-weight ranking on
large sets of documents from costly re-ranking of top candidates to
speed up inference at the expense of quality [1, 3, 13, 14, 26, 34, 45].
From probabilistic data structures [2, 4], to cost-aware training and
post hoc pruning of decision forests [5, 15, 29, 32], to early-exit
strategies and fast inference algorithms [6, 11, 30, 31], the informa-
tion retrieval community thoroughly considered the practicality
and scalability of complex ranking algorithms. In addition to vol-
umes of publications, the output of this research effort included
standardized algorithms and reusable software packages [23, 30].
Perhaps more crucially, the community developed an understand-
ing that quality is not the be-all and end-all of IR research, and
that model complexity must be managed (through more efficient
training and inference) and justified (e.g., by contextualizing quality
gains in terms of the amount of computation resources required).

A decade on, deep neural networks, and in particular, Transformer-
based [44] models advanced the state-of-the-art in ranking dramat-
ically [24, 38–40]. Learnt representations of queries and documents
by deep networks, too, offer a range of opportunities including
the development of a new generation of retrieval methods [22, 48],
document expansion techniques [41], and others. These recent de-
velopments mark the beginning of a new era known as Neural
Information Retrieval (NIR).

NIR methods are a leap forward, reaching new highs in quality.
Whatever the reason behind their success may be, they achieve a
greater effectiveness than the previous wave of machine learning
models like decision forests on many IR tasks, but with orders of
magnitude more learnable parameters and much greater amounts
of data. The new scale drastically increases the computational and
economic costs of model training and inference. GPT-3[8], for ex-
ample, required 285,000 CPU cores and 10,000 GPUs to train, with
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an estimated economic cost of $4.6M 1. Once trained, the use of
such large models similarly requires a nontrivial amount of tensor
multiplications and other complex operations.

Accuracy byway of ever-increasing complexity once again presents
a new, but nonetheless familiar challenge that necessitates the ex-
ploration of the Pareto frontier of the two competing objectives:
efficiency and effectiveness—echoes of the past decade of research
albeit in a different context.

It is thus unsurprising that there is renewed interest in this space,
not just in the IR community but also in related branches such as
natural language processing. Interestingly, many of the proposals
put forward to date to tame efficiency are reincarnations of past
ideas such as stage-wise ranking with BERT-based models [35, 40],
early-exit strategies in Transformers [43, 46, 47], and neural connec-
tion pruning [19, 25, 28, 36]. Other novel but general ideas such as
knowledge distillation [18, 21, 42] have also proved effective in re-
ducing the size of deepmodels. Yet other innovative ideas developed
particularly for ranking include efforts to reinvent Transformers
from the ground-up [20, 37].

While researchers in various communities concurrently investi-
gate efficiency-related questions posed by neural network-based
methods, we believe that the information retrieval community
would benefit from an organized effort that is focused on NIR,
as some of the works cited above show [18, 20, 37]. To facilitate
that, we propose this workshop as a forum for the discussion of
efficient and effective models in NIR such as ranking and dense
retrieval. In particular, we wish to promote the following notions
and encourage the IR community to raise and debate questions on
these themes:

• Justification: We believe it is important to justify the ever-
growing model complexity through empirical analysis.

• Training and inference efficiency: We encourage the de-
velopment of models that require less data or computational
resources for training and fine-tuning, and that offer sim-
ilarly fast inference. We also ask if there are meaningful
simplifications of the existing training processes or model
architectures that lead to comparable quality.

• Evaluation and reporting:We draw attention to the lessons
learnt from past IR studies and encourage a multi-faceted
evaluation of NIR models from quality to efficiency, and the
design of reusable benchmarks and standardized metrics.

Finally, we believe that the ACM SIGIR conference is an ap-
propriate venue for our proposed workshop. That is because, this
gathering of information retrieval researchers—who increasingly
use neural network-based models in their work—would help iden-
tify specific questions in this space and shape future directions.
We hope our forum would foster collaboration across interested
groups.

2 TOPICS
With the objective of promoting the themes discussed in the pre-
ceding section and enabling a critical analysis and debate of each
point, we solicit contributions on the following topics, including
but not limited to:

1https://lambdalabs.com/blog/demystifying-gpt-3/

• Novel NIR models that reach competitive quality but are
designed to provide fast training or fast inference;

• Efficient NIR models for decentralized IR tasks such as con-
versational search;

• Strategies to speed up training or inference of existing NIR
models;

• Sample-efficient training of NIR models;
• Efficiency-driven distillation, pruning, quantization, retrain-
ing, and transfer learning;

• Empirical investigation and justification of the complexity
of existing NIR models through an analysis of quality, inter-
pretability, or robustness; and

• Evaluation protocols for efficiency in NIR.

3 ORGANIZATION
Sebastian Bruch completed his Ph.D. in Computer Science at the
University of Maryland, College Park in 2013. His research since has
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Pinecone in the United States as a staff research scientist.
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Venezia - Departiment of Environmental Sciences, Informatics and
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formation Retrieval, Explainable AI, Data Mining. He has published
more than 100 papers on these topics in peer reviewed interna-
tional journals, conferences and other venues. He won the Best
Paper Award at the ACM SIGIR Conference on Research and De-
velopment in Information Retrieval 2015. He participated to and co-
ordinated activities in European and Italian national projects. Since
2018 he is Delegate of the Head of the Department for Research
activities. He is a member of the Data Mining and Information
Retrieval Lab.
Franco Maria Nardini is a senior researcher with ISTI-CNR in
Pisa (Italy). He received the Ph.D. in Information Engineering from
the University of Pisa in 2011. His research interests are focused on
Web Information Retrieval (IR), Machine Learning (ML), and Data
Mining (DM). He authored more than 70 papers in peer-reviewed
international journal, conferences and other venues. In the past,
he has been Tutorial Co-Chair of ACM WSDM 2021, Demo Papers
Co-Chair of ECIR 2021, Program Committee Chair of the Italian
Information Retrieval Workshop (IIR) in 2016 and General Chair of
the International Workshop on Tourism Facilities (co-located with
IEEE/WIC/ACM Web Intelligence) in 2012. He also participated to
the organization of ACM SIGIR 2016 held in Pisa, Italy. Moreover,
he participated to and coordinated activities in European and Italian
national projects. He is co-recipient of the ACM SIGIR 2015 Best
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member of the program committee of several top-level conferences
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CIKM, ACMWSDM, IJCAI, ECML-PKDD.
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4 RELATEDWORKSHOPS
This workshop has not been held in the past and its co-location with
SIGIR would be its first occurrence. However, to offer a sense of
potential interest and participation, we would like to use this space
to review existing workshops on similar themes in neighboring
communities and elaborate how our proposal is different.

One noteworthy gathering is the EMC2 workshop 2 held in re-
cent years in conjunction with CVPR and NeurIPS by the broader
machine learning community. The objective of this forum is to
explore “energy efficient techniques and architectures for cognitive
computing and machine learning,” with a particular focus on “sys-
tems running at the edge” such as embedded systems. While we
share similar values and some of our topics overlap, the scope of
EMC2 is different and, in many ways, orthogonal to ours.

The same is true of the Efficient Deep Learning in Computer
Vision workshop 3 held recently at CVPR.With a focus on computer
vision, the workshop serves as a venue to discuss efficiency issues,
particularly those faced in on-device machine learning.

Perhaps the workshop most closely-aligned with ours is Sus-
taiNLP 4 held jointly with EMNLP and ACL in the last two years.
This workshop on Simple and Efficient Natural Language Process-
ing promotes “more sustainable NLP research and practices” by
encouraging two lines of research: (a) the development of more
efficient NLP models—both in terms of training and inference effi-
ciency; and (b) empirical justification of model complexity.

It is true that the Venn diagram of NLP and IR publications
overlap considerably—this is particularly true of Transformer-based
models. It may, therefore, seem redundant and unnecessary to hold
a similar workshop at SIGIR. But it is also true that NIR faces unique
challenges which the information retrieval community is better
placed to address. This includes areas where the two fields do not
intersect (e.g., dense retrieval) as well as where they do (e.g., using
Transformers to rank long documents with respect to short queries).
For this reason, we believe the IR community would benefit from a
similar forum dedicated to NIR.
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