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Abstract
Research infrastructures play a crucial role in the development of data science. In fact, the conjunction
of data, infrastructures and analytical methods enable multidisciplinary scientists and innovators to
extract knowledge and to make the knowledge and experiments reusable by the scientific community,
innovators providing an impact on science and society. Resources such as data and methods, help
domain and data scientists to transform research in an innovation question into a responsible data-
driven analytical process. On the other hand, Edge computing is a new computing paradigm that is
spreading and developing at an incredible pace. Edge computing is based on the assumption that for
certain applications is beneficial to bring the computation as closer as possible to data or end-users. This
paper discusses about this topic by describing an approach for writing data science workflows targeting
research infrastructures that encompass resources located at the edge of the network.
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1. Introduction

The combined exploitation of data, infrastructures, and analytical methods enable multidis-
ciplinary scientists and innovators to extract knowledge and to make the knowledge and
experiments reusable by the scientific community, innovators providing an impact on science
and society. Data science can support policy-making, it offers novel ways to produce high-
quality and high-precision statistical information, can help to promote ethical uses of big data.
Research infrastructures (RIs) play a crucial role in the advent and development of data science.
Resources such as data and methods help data scientists to transform research or an innovation
question into a responsible data-driven analytical process. This process is executed onto the
platform, supporting experiments that yield scientific output, policy recommendations, or
innovative proofs-of-concept. An infrastructure offers means to define complex workflows, thus
bridging the gap between experts and analytical technology. As a collateral effect, experiments
generate new relevant data, methods, and workflows that can be integrated into the platform by
scientists, contributing to the expansion of the RI. As a drawback, the availability of data creates
opportunities but also new risks. The use of data science techniques could expose sensitive
traits of individual persons and invade their privacy.
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SoBigData RI is a platform for the design and execution of large-scale social mining ex-
periments, open to users with diverse backgrounds, accessible on cloud, and also exploiting
super-computing facilities. All the SoBigData components are introduced for implementing
data science: from raw data management to knowledge extraction, with particular attention
to legal and ethical aspects. SoBigData serves a cross-disciplinary community of scientists
studying all the elements of societal complexity from a data- and model-driven perspective.
Moreover, pushing the FAIR (Findable, Accessible, Interoperable, Reusable) and FACT (Fair,
Accountable, Confidential and Transparent) principles, furthermore SoBigData++ RI renders
social mining experiments more easily designed, adjusted and repeatable by experts that are
not data scientists. SoBigData++ RI moves forward from the simple awareness of ethical and
legal challenges in social mining to the development of concrete tools that operationalize ethics
with value-sensitive design, incorporating values and norms for privacy protection, fairness,
transparency and pluralism.

From the perspective of the actual deployment on physical resources, a relevant challenge
for these tools consists in providing a way to exploit those resources that can not be directly
involved in the administrative domains of the research infrastructure; even if their exploitation
could be beneficial for supporting the execution of the application. A notable example of such
kind of resources are the Edge devices, i.e., those devices that can be exploited by using a
pay-per-use approach, typical of utility computing paradigm [1], but are not part of a large
centralized installation (like a Cloud) and are instead distributed on a large, dispersed, area.
The aim of this approach is in fact to provide a pervasive computing infrastructure with the
objective of bringing the computation as much close as possible to the data producers (e.g.,
sensors, cameras, etc.) and/or data consumers (e.g., users, applications, etc.). The resulting
research infrastructure extended to the edge, will encompass resources of different kinds; this
complex set of heterogeneous resources – having different capacities and means to access – has
the potentiality to enable quite more interesting scenario at a cost of an increased complexity
in its actual management. This complexity is not limited to the actual setup and operation of
the platform but also impacts on the approach to adopt for developing applications that should
run on top of this heterogeneous and distributed resource infrastructure.

The aim of this paper is to briefly highlight how workflow-based solutions can be properly
instrumented an attempt to address the aforementioned challenges. The remaining of this
paper is structured as follows. Section 2 contextualize this work by placing it in the scientific
literature by presenting a few related works. Section 3 introduces the workflows as a solution for
developing solutions targeting traditional research infrastructures. Section 4 presents a receipt
for emending existing workflows approaches to match the peculiar needs of the aforementioned
extension of the infrastructure. Finally, Section 5 draws our conclusive remarks and introduces
some works that we plan to undertake in the near future.

2. Related Work

Liew et al. [2] have analyzed selected Workflow Management Systems (WMSs) that are widely
used by the scientific community; among those: Airavata [3], Pegasus [4], Taverna [5], and Swift
[6]. Such systems have been reviewed according to the following aspects: (i) processing elements,



i.e., the building blocks of workflows envisaged to be either web services or executable programs;
(ii) coordination method, i.e., the mechanism controlling the execution of the workflow elements
envisaged to be either orchestration or choreography; (iii) workflow representation, i.e., the
specification of a workflow that can meet two goals human representation and/or computer
communication; (iv)data processing model, i.e., the mechanism through which the processing
elements process the data that can be bulk data or stream data; (v) optimization stage, i.e.,
when optimization of the workflow (if any) is expected to take place that can either be build
time or run-time (e.g., data workflow processing optimization [7, 8, 9]. The aforementioned
approaches are defined based on the assumption that workflows are composed of machine-
executable actions, i.e., performed by agents that can be programmatically invoked. They do not
address the needs, motivated by several scientific contexts, e.g., Big Data and Social Mining [10],
Biodiversity and Cheminformatics domains [11, 12], of defining workflows that include “manual
actions”, e.g., data manipulation and adaptation using editors or shell commands. Attempts
in this direction exist but embrace a fully manually-oriented approach, e.g., protocols.io [13],
enabling the digital representation, publishing, and sharing of digital fully manual workflows.

The main contribution of this paper is an extension of workflow language and execution
platform, whose intuition was earlier presented in [14]. HyWare was designed to enable the
description of “hybrid” workflows, obtained as sequences of machine-executable and manually-
executable actions. As such, the language can serve the mission of Open Science by addressing
the reproducibility of digital science beyond traditional approaches in contexts where workflow
actions are not entirely performed by machines. In recent years there have been several efforts in
studying the most appropriate solution for structuring applications for Cloud/Edge environment.
TOSCA is one of the most successful standards. As Binz [15] states, the goals of TOSCA include
the automation of application deployment and the representation of the application in a cloud
agnostic way. This standard has been leveraged by several products and research initiatives,
e.g., BASMATI [16, 17], and Tosker [18]. Tosker works with an extended TOSCA YAML and
generates a deployment plan for Docker. TOSCA has also been used with Kubernetes [19]
to define application components along with their deployment and run-time adaptation on
Kubernetes clusters across different countries. All these solutions are general purpose and not
focus on a specific class of the application; that is instead the approach that we follow in this
paper.

3. Need for ad-hoc instruments

Workflows are tools for the representation of the scientific process and the steps the researchers
had to perform to execute an experiment using the e-infrastructure tools. Workflows can
inherently contribute to the implementation of two data principles which are at the base of
the modern data processing and analysis: (i) the FAIR data principles by accurately collecting,
processing, and managing data and metadata on behalf of the researchers, while tracking
provenance according to standards [20]; (ii) the FACT data principles stating that the data
processing should be fair, accurate, confidential and transparent. A workflow language [21].
Moreover, workflows are digital objects in their own right, they can be published, discovered,
shared, and cited for reproducibility and for scientific attribution of science like research articles,



research data, and research software. Known approaches include: workflows as digital artefacts:
workflow files are published in a repository with bibliographic metadata (e.g. Zenodo1, [22]) and
can be possibly related to their inputs and outputs [23, 24]; workflow-as-a-Service: workflows
are shared via a platform gateway that enables discovery and execution [25, 26, 27].

SoBigData scientists can integrate their tools for VRE-integrated reuse but cannot represent
a sequence of actions in order to share it and reproduce it. We are working on equipping
SoBigData VREs with a workflow allowing scientists to attach to a specific result the entire
process used to obtain it. This makes the environment evolve into a living laboratory, which
contains not only the methods and the results but also the experience of the researcher using
the methods, and composing an analytical process with it. On the other side, our workflow has
to manage the computational component needed to execute an action both not only considering
federated ones [28]. In this paper, we consider only machine action, i.e., actions executable by a
computational node and characterized by a description, expressed by the respective properties,
but also by a standard way to invoke a third-party service and get back the results. To this aim,
for each machine action class will integrate a mediator capable of invoking the external service
with given action input parameters and collect the parameters to return them in accordance with
the action output type. Each machine action of our workflow language (Fig. 1) includes three
main aspects: (i) Configuration parameters: this information allows the system to instantiate a
generic action class of the method to a specific instance ready to be executed. (ii) Execution
annotation: represents a form of syntactic metadata that are directives to the workflow execution
environment and the Edge computing orchestrator (i.e. memory usage, multi-core-executable,
execution placement, latency constraints); for example, these annotations can be used to reduce
the latency of an execution of an action under a certain value, or constraints on data transmission.
[29, 30]. (i) Returning result: packaging the results in order for them to be available to the
subsequent action instance execution.

Driving Profile Example: computing driving profiles and monitoring driving behaviors of
users [31] will be done at different levels of the cloud/edge continuum: the single action class
will be instantiated as: (i) an instance of model computation at the device level to compute
the user profile using the personal data produced during its daily activities and an assessment
module to check if the model holds; (ii) a global modeling at the cloud level which combines
local models and updates it if something changes in the nodes.

4. A receipt for Workflows targeting edge computing

Workflows are effective approaches to structure applications describing scientific processes
enabling the development of many data science solutions. As such, the empowerment of
workflows will edge-enable a large amount of data-centric applications. To achieve this goal
our approach is based on the extension of our previously proposed workflow engine [14], with
an edge computing orchestrator able to properly manage the execution of workflow actions on
top of edge resources.

Such an extension needs to revolve around the following aspects: (i) interoperability: allowing
the exploitation of Edge resources by enabling the actual deployment of workflow actions at

1https://zenodo.org/

https://zenodo.org/


Figure 1: Workflow engine architecture. The classes of actions can be instantiated according to the
underlying e-infrastructure and then combined into workflows.

the Edge. In spite of the many solutions proposed in the literature, an off-the-shelf solution
targeting extended research infrastructures is not existing. (ii) resource Indexing and Discovery
and representation: the workflow engine has to be provided with the ability of indexing
the resources available, on which to map the workflow actions; To this end we envision the
exploitation of solutions borrowed from the peer-to-peer field that we investigated in the
past [32, 33] demonstrated to be quite effective solutions to this end; (iii) application Monitoring
and Orchestration: a fundamental element for achieving an efficient exploitation of edge
resources is an efficient monitoring subsystem that feeds an orchestration subsystem aimed at
conducting a match-making process to provide applications with the best resources possible,
among the one available; In the literature have been presented several solutions to this end,
both from the domain of Clouds (e.g., Wen [34]) and Networks (e.g., Sahu [35]).

5. Conclusion

This paper discusses a solution for the extension of research infrastructure at the edge. The
approach we propose is based on the identification of a the key features represented by a set
of annotations that need to be integrated into a workflow engine. This work describes a first
step toward a definition of a workflow language enabling the use of extended computational
resources represented by Edge computing.
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