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ABSTRACT
The recent advances in natural language generation provide an
additional tool to manipulate public opinion on social media. Even
though there has not been any report of malicious exploit of the
newest generative techniques so far, disturbing human-like schol-
arly examples of GPT-2 and GPT-3 can be found on social media.
Therefore, our paper investigates how the state-of-the-art deepfake
social media text detectors perform at recognizing GPT-2 tweets
as machine-written, also trying to improve the state-of-the-art by
hyper-parameter tuning and ensembling the most promising de-
tectors; finally, our work concentrates on studying the detectors’
capabilities to generalize over tweets generated by the more so-
phisticated and complex evolution of GPT-2, that is GPT-3. Results
demonstrate that hyper-parameter optimization and ensembling
advance the state-of-the-art, especially on the detection of GPT-2
tweets. However, all tested detectors dramatically decreased their
accuracy on GPT-3 tweets. Despite this, we found out that even
though GPT-3 tweets are much closer to human-written tweets
than the ones produced by GPT-2, they still have latent features in
common share with other generative techniques like GPT-2, RNN
and other older methods. All things considered, the research com-
munity should quickly devise methods to detect GPT-3 social media
texts, as well as older generative methods.

CCS CONCEPTS
• Security and privacy→ Social aspects of security and pri-
vacy; • Information systems→ Data analytics.
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1 INTRODUCTION
Social media offer a faster and deeper way to deliberately spread
misinformation with the intention of manipulating and altering
people’s opinions [37] mainly for economic benefits and to sow dis-
trust in democratic countries. To this aim, accounts of different level
of humanness are involved: from sock puppets, trolls and hijacked
accounts, to cyborg accounts (human-assisted bots or bot-assisted
humans) [6], until completely automated and ever more sophis-
ticated social media accounts (social bots) that try to imitate the
human behaviour [9]. In particular, the wide usage of bots [5, 29],
combined with the recent advances in natural language generative
models, such as the GPT models [7, 25, 26] and Grover [42], empow-
ers the adversaries with a tool to easily spread ever more realistic
fake news and messages. Even though the novel Transformer-based
language model weren’t employed, the Net Neutrality case [17] is
emblematic: millions of duplicated and template-based comments
might have had a big role in the Federal Communications Commis-
sion’s decision on the repeal of net neutrality in 2017; this suggests
that also cheap text manipulation techniquesmay sow false believes,
hence what could be done with the ever more powerful language
models is a major threat to address. Lately, there have been ex-
amples of usage of GPT-2 [26] and GPT-3 [7] to probe the USA
governmental process [39] and to automatically create blog posts
[14] for research purposes, as well as to write tweets to test the
generation capabilities [11]. The only case of not declared examples
of deepfake texts on the Internet is the one of the thegentlemetre bot
who posted Reddit comments [15] with no malicious intentions;
however, the authors didn’t have the rights to use the Philosopher
AI [2] based on GPT-3, therefore the bot was taken down after
a while. Apart from this scholarly case, there has not been any
report of exploiting the newest generative techniques to carry on
misinformation operations so far. Nonetheless, it is crucial to stay
vigilant and continuously develop autonomous detection systems
of machine-generated texts, hereinafter referred to as deepfakes, to
safeguard true information and democracy on social media.

It is curious that all public deepfake text examples on social
media are written by GPT models: maybe it means that the authors
behind those texts experimented that the GPTmodels are the best at
writing short social media posts, unlike Grover [43], CTRL [18] or
other Transformer-based languagemodels. In any case, [11] showed
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that detecting GPT-2 tweets as machine-generated is much more
challenging than recognizing tweets generated by RNN and other
older generative techniques (not Transformer-based) as deepfake;
on the other hand, they proved that identifying human-written
tweets among deepfake tweets is easier, suggesting that GPT-2 can
write human-like tweets. Hence, a focus on the detection of GPT-2
social media texts among human-written ones is needed, as well as
probing the state-of-the-art detection methods on the generation
capabilities of GPT-3 in a social media context.

Starting from the state-of-the-art research about deepfake social
media text detection [1, 11, 28, 31, 34], we study whether the detec-
tion of GPT-2 social media texts can be improved by optimizing the
hyper-parameters of the most promising detection techniques, i.e.
Transformer-based language models jointly fine-tuned with a neu-
ral network binary classifier over the specific deepfake social media
text domain [1, 11, 28]; in particular, we exploit the most popular
Transformer-based language models and two language models pre-
trained on English tweets. Moreover, we test whether an ensemble
of the most promising detectors can increase the performances.
Besides, the deepfake datasets are usually balanced over human
and machine-generated texts; this doesn’t represent a real-setting
scenario, where the quantity of machine-generated texts is much
less than the human-written ones. Therefore, a different way to
evaluate the detectors’ performance over a real scenario is provided,
that is analysing our detectors’ Receiver Operating Characteristic
(ROC) curve . Finally, to assess the deepfake text detectors’ capabil-
ities on GPT-3 social media texts, the tested detectors are evaluated
on a dataset of 3’795 tweets written by eight Twitter bots using
GPT-3. Apart from our new set of GPT-3 tweets, the TweepFake
dataset is used, since its deepfake tweets are examples of the actual
real risk level on social media with respect to machine-generated
texts.

Our contributions. The contributions of our work are summa-
rized as follows:

• We studied whether tuning the hyper-parameters during
the transfer-learning phase of Transformer-based detectors
brings performance improvements or not over the detection
of GPT-2 tweets. Results showed that this tuning tends to bal-
ance the detection accuracy among the different categories
of TweepFake tweets (human-written, GPT2, RNN, Others
Techniques), sometimes resulting in a decrease of GPT-2
tweets detection accuracy.

• We investigated the performances of an ensemble stacking
learner detector. Results confirmed our hypothesis: ensem-
bling several detection models helps the recognition of GPT-
2 tweets as machine-generated, especially in a real-setting
scenario.

• We advanced the state-of-the-art on the Deepfake Tweets
detection task over the TweepFake dataset through hyper-
parameter optimization and ensembling.

• We probed the state-of-the-art deepfake tweet detection
methods over GPT-3 tweets, showing a greatly decrease
in detection capabilities. This result highlights the lacking
of generalization of these detection techniques with respect
to more sophisticated and complex generation models like
GPT-3 even in a social media context.

The rest of the article is organized as follows: Section 2 reviews
previous works on deepfake text detection, Section 3 describes our
tested approaches to improve the deepfake tweet detection, whereas
Section 4 details the employed dataset. The results are presented
and discussed in Section 5.

2 RELATEDWORK
Vaswani et al. (2017)’s Transformer architecture [36] set a milestone
in the Natural Language Generation (NLG) research field: taking
inspiration from it, Transformers-based language models like GPT-
2 [26], GPT-3 [7], GROVER [42] and CLTR [18] can autonomously
write non-trivial, coherent, human-like paragraphs of text. The
concern about the potential misuse of this tremendous generative
capability has led to the development of automated systems to
detect machine-generated text. These systems can be categorized
in: classifiers trained from scratch, classifiers exploiting language
distributional features and fine-tuned Neural Language Models
[16].

The simplest detectors follow the popular two-step procedure
for machine-learning text classifiers, i.e. extracting features from a
text excerpt and then feeding them to a machine-learning (ML) or
a neural network (NN) classifier. Solaiman et al. (2019) [30] used
tf-idf features (unigrams and bigrams) and encodings extracted
from a GPT-2 model as inputs to a logistic regression model and a
simple threshold over a total log probability discriminator, respec-
tively; their aim was to study how different sizes of text generative
models and sampling techniques affect the detection. Fagni et al.
(2020) [11] additionally explored BERT as the feature generator,
followed by Random Forest or SVC as the classifier. Tay et al. (2020)
[33] investigated different encoding techniques as well, including
the embeddings coming from ConvNet, LSTM and Vaswani et al.
(2017)’s Transformer [36]; they outlined that text generators leave
artifacts that can be exploited for authorship attribution, as well as
to discriminate between human and machine written text. Senait
et al. (2021) [34] used Glove [24] and RoBERTa [21] as feature ex-
tractors; the word representations were fed to either a three-layer
dense NN, a CNN (one embedding layer, one convolutional layer,
one global max pooling and a dropout layer), a Long Short-Term
Memory (LSTM) network, or a Hierarchical Attention Network
(HAN), whose aim is to capture hierarchical structures of text.

Trained from scratch Deep Neural Networks (DNN) may be
employed too: Fagni et al. (2020) [11] further tested deep neural
networks working at character level, such as char_cnn, char_gru
and char_cnngru, while Uchendu et al. (2020) [35] compared various
RNNs and CNNs variants at word level to study the authorship
attribution of a generated text; instead, Saravani et al. (2021) [28]
trained a network composed by CTBERT-v2 [22], which is a BERT
model pre-trained on Covid-19 tweets, followed by a Bidirectional
LSTM (BiLSTM) to capture more temporal relations in the sentence,
and the NeXtVLAD network [20] to summarize the most important
information.

Bakhtin et al. (2019) [4] stepped out from the previous classifica-
tion paradigms with an energy-based model detector. Zhong et al.
(2020) [44] looked at text from a different point of view, developing
a graph-based model that utilizes the factual structure of a docu-
ment. Moreover, Tan et al. (2020) [32]’s system exploited semantic
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inconsistencies between the text article and the attached images
(alongwith the captions) to defend against machine-generated news
articles.

The only works that dealt with language distributional features
were carried out by Badaskar et al. (2008) [3] and Gehrmann et
al. (2019) [13], respectively. The first studied empirical, syntactic
and semantic features over texts sampled from a trigram language
model; the second provided GLTR, a visually statistical forensic
tool to aid humans in detecting machine-generated text.

Last but not least, detector systems may consist in jointly fine-
tuning the original Transformer’s architecture (such as GPT-2,
GROVER, BERT and RoBERTa) with a final neural network bi-
nary classifier1(human and bot class) over a target dataset (typi-
cally smaller than the pre-training one). Usually, satisfying results
can be obtained in few epochs. Zellers et al. (2019) [42] fine-tuned
GROVER, GPT-2 and BERT over GROVER’s generated articles, find-
ing out that GROVER was the best one at detecting GROVER’s fake
texts. This suggested that the best defense against text generator
models may be the generator itself. However, Solaiman et al. (2019)
[30] proved it wrong: having GPT-2 texts as the target dataset, fine-
tuning a RoBERTamodel achieved higher accuracy than fine-tuning
a GPT-2 model with equivalent capacity. Fagni et al. (2020) [11]
fine-tuned on tweets the most popular Transformer-based language
models (BERT, RoBERTa, XLNet, DistilBERT). Stiff et al. (2021) [31]
evaluated GROVER and OpenAI RoBERTa based detectors over
several datasets comprising a wide variety of machine-generated
texts, such as news articles, tweets, forum comments and product
reviews; they showed that those publicly available detectors cannot
generalize well over texts not seen during training or fine-tuning,
and this is especially true on social media posts. Moreover, they
demonstrated that GROVER and RoBERTa detectors are not robust
to both white and black box adversarial attacks (DeepWordBug[12]
was used), whose goal is to make them misclassifying deepfake
texts as human written (e.g. by changing some chars).

Adelani et al. (2019) [1] and Tay et al. (2020) [33] evaluated ensem-
ble methods too: the former fused Grover-based detector, GLTR and
RoBERTa-based detector from OpenAI using a logistic regression
at the score level, while the latter employed authorship attribution
techniques using established machine-learning algorithms such as
Random Forest.

Finally, to the best of our knowledge, few works concerned the
detection of machine-generated text on Social Media: Adelani et
al. (2019) [1] dealt with Amazon and Yelp reviews, while Fagni et
al. (2020) [11], Senait et al. (2021) [34], Stiff et al. (2021) [31] and
Saravani et al. (2021) [28] with tweets. Fagni et al. (2020) ’s work
[11] is the main study of deepfake text in a real social media setting,
where the generator is unknown and the text is much shorter than
a news article; the authors released TweepFake, the first dataset
of machine-generated tweets including those written by the fa-
mous GPT-2; together with the dataset, they provided the baseline
detectors for this detection task, reaching 90% of accuracy using
RoBERTa jointly fine-tuned with a neural network classifier on
TweepFake. Compared to this work, our aim was to investigate
whether tuning the hyper-parameters during the transfer learning
of the Transformer-based detectors adopted by Fagni et al. (2020)

1It is nothing more than a binary sequence classifier

[11] brings performance improvement or not (over the GPT-2 tweets
in particular); moreover, we tested four other Transformer-based de-
tectors (GPT-2, BART, BERTweet and TwitterRoberta) fine-tuning
them with both the default and tuned hyper-parameters over the
TweepFake tweets; the stacking ensemble of the most promising
three (BART, BERTweet and TwitterRoberta) was investigated as
well.

During the last years, TweepFake has been exploited to develop
ever more powerful deepfake social media text detection models
with respect to the baseline set by Fagni et al. (2020) [11]. First,
Senait et al. (2021) ’s model [34] reached 87.9% of accuracy by feed-
ing the HAN network with Roberta’s word representations and
fine-tuning it on a dataset composed by TweepFake and some aug-
mented tweets produced with EDA [38]; on the other hand, our
work focused on pushing the limits of a Transformer-based detector,
since it is currently the most promising technique over the original
TweepFake dataset, reaching 93.6% of accuracy. Second, Stiff et al.
(2021) [31] showed that the Open AI sequential classifier based
on RoBERTa can generalize (i.e. without fine-tuning on Tweep-
Fake) with a 77.6% of accuracy over TweepFake tweets; similarly,
we probed our eight Transformer-based detectors (both fine-tuned
with default and tuned hyper-parameters over the original Tweep-
Fake dataset) over eight GPT-3 Twitter bots to investigate their
ability to generalize with respect to a more sophisticated language
model evolution (GPT-3) of the generative model on whose gen-
erated texts (GPT-2 tweets) the detector has been fine-tuned on.
Lastly, Saravani et al. (2021) [28] reached 92% of accuracy by fine-
tuning on TweepFake the CTBERT-v2 model followed by a BiLSTM
and the text adapted NeXtVLAD. However, the same accuracy was
reached also by fine-tuning CTBERT-v2 on TweepFake, indicating
that their own complex network’s results are only due to the usage
of a domain-specific pre-trained language model; taking inspiration
from this research, we tested the same BERTweet model [23] as
detector, as well as an additional twitter-specific pre-trained lan-
guage model that is TwitterRoberta [8]: unlike Saravani et al. (2021)
[28], we showed the accuracy over the four generative sources of
TweepFake dataset:Human,GPT-2, RNN and other older techniques
(comprising Markov Chains method) to which Fagni et al. (2020)
[11] assigned the same label Others.

3 TESTED APPROACHES
This section first describes how the hyper-parameters of the state-
of-the-art detectors based on Transformer-based language models
[11] are tuned; the results will give hints on their real detection
capabilities. Then, the ensemble technique is detailed, followed by
the description of the experimental set-up.

As pre-trained language models for our detectors, we chose
eight of them in such a way to include auto-regressive (GPT2,
[26]; XLNET2, [41]), bi-directional (BERT, [10]; DistilBERT, [27];
RoBERTa, [21]), encoder-decoder (BART, [19]) and pre-trained on
tweets (BERTweet [23]; TwitterRoberta [8]) models. Compared to
[28] which used CTBERT-v2 pre-trained on 22M Covid-19 English
Tweets, we chose to test two languagemodels pre-trained on amuch
larger number of tweets, that is 850M English Tweets for BERTweet
and 58M for TwitterRoberta; BERTweet has got the same BERT’s

2It can be considered bidirectional as well, being a Permutational Language Model.



WebSci ’22, June 26–29, 2022, Barcelona, Spain Gambini, et al.

architecture, but it’s pre-trained using the optimization procedure
of RoBERTa; on the other hand, TwitterRoberta is a plain RoBERTa
base model pre-trained on tweets. See Table 1 for the pre-trained
models’ details. Remember that our detectors are Transformer-
based binary sequence classifiers, i.e. labelling a tweet as human or
bot written.

Table 1: The chosen pre-trained Transformers.

Transformer
Details of the model

Emb. Att. Tot
Layers size heads param.

gpt2_small 12 768 12 117M
bart_facebook_large 24 1024 16 406M
bert_base_uncased 12 768 12 110M
distilbert_base_uncased 6 768 12 66M
roberta_base 12 768 12 125M
xlnet_base_cased 12 768 12 110M
bertweet 12 768 12 135M
twitter_roberta_base 12 768 12 125M

3.1 Hyper-parameters Tuning
Typically, several hyper-parameters can be calibrated for fine-tuning
a Transformer-based sequence classifier over a target dataset: the
number of training epochs, the mini-batch’s size, the learning rate
for the optimization algorithm (AdamW works generally fine), the
weight decay for regularization purposes, and the warmup ratio
for the Slanted Triangular Learning Rates (STRL) scheduler (com-
monly used in Transformers). Due to GPU’s memory limits, the
mini-batch’s size was fixed to 8. Also, the hyper-parameter tuning
process had to be divided into two phases due to time constraints:
first we tuned the number of training epochs fixing the other hyper-
parameters to their default value3, then we calibrated the remaining
hyper-parameters having the number of training epochs fixed in-
stead. For the first phase, a grid search method was enough; the
second phase, still due to time limits, employed the bayesian op-
timization with the parameters shown in Table 2. In both tuning
phases, we selected the hyper-parameters setting that brought to
the highest evaluation accuracy. All tuning phases’ info are shown
in Table 2. We applied the two phases to all our Transformer-based
detectors. We also had to evaluate the GPT-2, BART, BERTweet and
TwitterRoberta based detectors with the default values4, as [11]
didn’t evaluate these methods. Notice that the default values for
the hyper-parameters to tune fell into the range of the explored
values during the two tuning phases.

Even though we want to test the detectors’ capabilities over hu-
man and GPT-2 tweets, we didn’t want to bias the results: for this
reason, we tuned the hyper-parameters over the entire TweepFake
dataset, which comprises tweets written by older generative tech-
niques as well (see Section 4). This was also a chance to improve
the state-of-the-art of deepfake tweet detection task.

3All hyper-parameters’ default value can be found in the SimpleTransformers li-
brary’s documentation at https://SimpleTransformers.ai/docs/usage/
4Following [11]’s experimental setup, we limited the number of training epochs to
three.

3.2 Ensemble Learning
The single-level stacking learner [40] was chosen as the ensemble
method, as we didn’t have to neither choose voting weights, nor
generate new samples. Stacking learns heterogeneous base learners
in parallel, and combines them by training a meta-model to output
a prediction based on the different base models predictions. The
training and validation sets (see Section 4) were combined in a
larger training set, which was used to train all the base learners in
a 10-fold cross-training manner. This learning step produced a new
training set, where each training tweet has got the corresponding
prediction for each base learner. The obtained training set was
divided into new training and validation sets to tune the hyper-
parameters of the meta-learner with the grid-search method (see
Table 3). The trained meta-learner was tested over the hold-out test
set. As base learners, we chose the best three tuned Transformer-
based detectors according to their evaluation global accuracy. SVC
was picked as the meta-learner, being the best machine-learning
classifier over tweets [11].

3.3 Evaluation Metrics
The used evaluation measures are the ones typically adopted in text
classification context: the precision, recall and F1 for each class label.
Given that the TweepFake dataset is balanced with respect to the
human and bot classes (see Section 4), we reported also the accuracy.
In particular, we evaluated the accuracy of our detectors on the five
account categories: Human, GPT-2, RNN, Others and GPT3 (see Sec-
tion 4 for further details). Each accuracy reveals how much the de-
tector is accurate in identifying the Human/GPT2/RNN/Others/GPT3
tweets as machine-generated (bot). These specific accuracies were
computed as described by [11].

3.4 Software and Hardware
The SimpleTransformers Python library5 was used to implement
our Transformer-based detectors, which are nothing more than the
original Transformers’ architecture followed by a neural network
binary classifier. The GPT-2 detector was trained on both the classi-
fication and the language modeling objectives as described by [25];
the language modeling coefficient _ was set to 0.5 for all GPT2’s
experiments.

All experiments were conducted on Google Colab (public ver-
sion), which provided us with Tesla T4 and Tesla P100-PCIe GPUs.

4 DATASET
We conducted our experiments on the original [11]’s TweepFake
dataset6. It consists of tweets coming from 23 bot and 17 human
accounts. Each account has got a coarse-grained (human or bot)
and a fine-grained label. The latter indicates the employed text
generation technique, namely human (17 accounts, 12786 tweets),
GPT-2 (11 accounts, 3861 tweets), RNN (7 accounts, 4181 tweets) or
Others (5 accounts, 4876 tweets). Others refers to methods either
non-better specified or found in a very low number of accounts
(Markov Chain, RNN +Markov Chain, LSTM, CharRNN). The 25572
tweets are split into train validation and validation and test sets.
All sets are balanced with respect to the human and bot tweets.
5https://github.com/ThilinaRajapakse/SimpleTransformers
6https://www.kaggle.com/mtesconi/twitter-deep-fake-text
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Table 2: Settings for the two tuning phases. All the unspecified hyper-parameters are left to their default values, as defined in
the SimpleTransformers Python library.

Phase
Tuning technique Tuning params

Method Search Params Param Values

1 grid search - #_training_epochs [1, 10]

2
metric

name accuracy
AdamW

learning_rate {"min": 0.0, "max": 1.5e-4}
Bayesian goal maximize weight_decay {"min": 0.0, "max": 0.1}

Optimization early type hyperband
STRLa warmup_ratio {"min": 0.0, "max": 0.1}terminate min_iter 6

runs max 30

aSlanted Triangular Learning Rate

Table 3: SVC meta-learner tuning hyper-parameters.

Parameter Values

kernel rbf,linear
rbf_gamma [1𝑒 − 3, 1𝑒 − 4]

c [1, 10, 100, 1000]

Instead, the probing of the detectors’ capabilities over GPT-3
social media texts was carried out over 3795 original tweets (no
retweets) written by eight Twitter bots based on GPT-3. We pre-
processed tweets in such a way to extract just the generated <

𝑡𝑒𝑥𝑡 >, since some accounts framed the GPT-3 texts in a template
like ” < 𝑡𝑒𝑥𝑡 > ”#𝐺𝑃𝑇3 or < 𝑖𝑛𝑣𝑒𝑛𝑡𝑒𝑑𝑤𝑜𝑟𝑑 >:< 𝑡𝑒𝑥𝑡 >. Table 4
summarizes the number of tweets for each collected GPT-3 account.

Table 4: Number of tweets of each GPT-3 Twitter account.

𝑏𝑜𝑡1 𝑏𝑜𝑡2 𝑏𝑜𝑡3 𝑏𝑜𝑡4 𝑏𝑜𝑡5 𝑏𝑜𝑡6 𝑏𝑜𝑡7 𝑏𝑜𝑡8

1944 1061 390 222 101 41 28 7

5 EXPERIMENTAL RESULTS AND DISCUSSION
First we show the results and discuss about the improvement of
the deepfake tweet detection task over GPT-2 tweets using hyper-
parameter tuning and the stacking ensemble technique; we also
debate on the detection in a real-setting scenario. Lastly, we discuss
the findings on the detectors’ capabilities over GPT-3 tweets and the
overall improvement of the deepfake tweet detection task. Notice
that we re-implemented [11]’s Transformer-based detectors and
fine-tuned them over the TweepFake dataset, as we wanted to test
those detectors on GPT-3 tweets as well.

5.1 Improvement of GPT-2 tweets detection
Table 5 recaps the default and found tuned hyper-parameters, while
Table 6 show the global performance of default and hyper-parameter-
tuned versions of the tested Transformer-based detectors.

Generally, the goal of hyper-parameter tuning in a classification
task is to balance the performance over each class (here human and

Table 5: The default and found tuned hyper-parameters for
each Transformer-based detector and the stacking ensemble.
Approximated values are shown.

Method
Tr. Learning Weight Warmup

Epochs Rate Decay Ratio

<method>_default_ft 3 4e-5 0.0 6e-2
bert_opt_ft 3 3.19e-5 9.44e-2 7.86e-2
distilbert_opt_ft 7 3.18e-5 6.61e-2 3.43e-2
roberta_opt_ft 7 4.95e-6 6.29e-2 2.34e-2
xlnet_opt_ft 9 2.42e-5 4.95e-2 1.77e-2
gpt2_opt_ft 3 4.87e-5 2.75e-2 1.49e-2
bart_opt_ft 1 1.39e-5 5.94e-2 6.15e-2
bertweet_opt_ft 5 1.59e-5 9.95e-2 9.67e-2
twitter_roberta_opt_ft 5 1.76e-5 2.56e-2 8.87e-4

Method Kernel rbf_gamma C

ensemble rbf 1e-4 1

bot); this is confirmed by the accuracy results in Table 6: apart from
BERT whose optimal hyper-parameters remained the default ones,
every other detector balanced itself by either increasing or decreas-
ing the accuracy on the detection of human tweets, while doing the
opposite on machine-written ones (GPT-2 + RNN + Others tweets).
However, the increase on the human side was more frequent. No-
tice that also among the bot categories the balance phenomenon
can be highlighted. As [28] pointed out, using a Transformer-based
language model pre-trained on tweets as the base for a deepfake
tweet detector is currently the best option; probably it’s due to its
increased ability in capturing the hidden features of human-written
tweets, as shown in Table 6 for both the default and optimized
versions of BERTweet and TwitterRoberta based detectors. In par-
ticular, default and optimized BERTweet-based detectors performed
better than TwitterRoberta-based ones on both human and GPT-2
tweets, meaning that pre-training on a much more large amount of
tweets is worth it; moreover, BERTweet-based detector is the only
one whose hyper-parameter tuning boosted the GPT-2 accuracy by
almost 6%: the latent features of GPT-2 tweets discovered by the
optimized BERTweet-based detector are the most significant.
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Table 6: Comparison of the accuracy over different types of
account. (+), (−) or (=) indicates the accuracy variation with
respect to the detector with default hyper-parameters, while
the bold accuracies highlight the best detectors.

Method Global Human GPT-2 RNN Othersdefault_ft

berta 0.891 0.871 0.737 0.998 0.948
distilberta 0.887 0.883 0.732 0.993 0.942
robertaa 0.896 0.893 0.740 0.995 0.952
xlneta 0.877 0.855 0.781 0.990 0.975

OURS

gpt2 0.902 0.883 0.794 0.995 0.959
bart 0.901 0.904 0.714 0.998 0.965
bertweet 0.916 0.928 0.747 0.995 0.946
twitter_ 0.915 0.906 0.789 0.998 0.971roberta

Method
opt_ft

bert 0.891(=) 0.871(=) 0.737(=) 0.998(=) 0.948(=)
distilbert 0.885(−) 0.879(−) 0.721(−) 1.000(+) 0.948(+)
roberta 0.907(+) 0.900(+) 0.747(+) 0.993(−) 0.963(+)
xlnet 0.889(+) 0.887(+) 0.755(−) 0.995(+) 0.946(−)
gpt2 0.905(+) 0.889(+) 0.799(+) 0.995(=) 0.961(+)
bart 0.904(+) 0.906(+) 0.724(+) 0.993(−) 0.971(+)
bertweet 0.936(+) 0.947(+) 0.802(+) 0.995(=) 0.967(+)
twitter_ 0.920(+) 0.924(+) 0.784(−) 0.998(=) 0.948(−)roberta

ensemble 0.934 0.932 0.844 0.998 0.961

aour re-implementation of BERT, DistilBERT, RoBERTa and XLNET based detectors
with default hyper-parameters as described by Fagni et al. (2020) [11]

As far as it concerns the ensemble, we identified the optimized
BERTweet, TwitterRoberta and BART based detectors as the base
learners, as they were the top-three methods over the validation set;
the optimized BERTweet and TwitterRoberta based detectors where
obviously included in the ensemble, being the best ones at recog-
nizing human tweets, in addition to BERTweet being the preferred
choice to recognize GPT-2 tweets as machine-generated. Besides,
BART-based detector may be significant for its particular encoder-
decoder architecture, differently from the other Transformer-based
language models which accounts for only encoders or decoders.
Ultimately, the ensemble found a compromise by lowering the ac-
curacy on human tweets, while greatly increasing it on GPT-2 ones
and reaching the best accuracy of 84.4%.

5.2 Analysis in a real-setting scenario
In a real setting scenario, what matters is having a low alarming rate
(e.g.,< 10%) but a high true positive rate; in other words, a detector
should incorrectly label a human tweet as bot as little as possible, but
correctly recognizing deepfake tweets most of the times. To this aim,
we considered the bot class as the positive class, and we computed
our detectors’ ROC curves. The FPR is the detector’s alarm rate.

The higher the detector’s TPR at low alarming rates, the better.
Notice that the implicit decision threshold for the reported detection
accuracies is 0.5 over the probability of the bot class. Moreover,
since we want to probe the detectors’ capabilities in recognizing
GPT-2 tweets as fake, we plotted the ROC curves considering just
the human and GPT-2 tweets (thus excluding the RNN and Others
tweets of TweepFake dataset). The ROC curves (Figure 1) shows
that the ensemble detector is the best choice for GPT-2 tweets
detection in a real-setting scenario, where the alarming rate is low:
the single Transformer-based detectors had troubles in reaching
the ensemble’s true positive rates (𝑇𝑃𝑅 > 80%), particularly for
alarming rates starting from 7%. For very low alarming rates (𝐹𝑃𝑅 <

7%), BERTweet detector seemed the best picking; however, in that
zone the TPR decreases dramatically, and since the number of
human tweets in the test set is 1278 (with 1280 bot tweets), a FPR
of 1% or 0.1% evaluates the corresponding TPR on just 12 or one
tweets. Thus, values of TPR for very small FPR are less statistically
significant.
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Figure 1: ROC curves for the optimized Transformer-based
detectors and the ensemble, computed over Human and GPT-
2 tweets only.

5.3 GPT-3 tweets detection
Table 7 shows the accuracy of each tested detector over GPT-3
tweets, as well as the specific one for each GPT-3 bot; remind
that the detectors were fine-tuned over the TweepFake dataset
which contains GPT-2 tweets but not GPT-3 ones, hence those
GPT-3 accuracy values indicate the detectors’ ability to generalize
with respect to a more sophisticated and complex language model
evolution of the generative model on whose generated texts the
detector has been fine-tuned on.
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Generally, each detector did not generalize well over GPT-3
tweets, since their accuracy significantly decreased over them with
respect to the results over TweepFake tweets. Remarkably, those
detectors that recognized human-written tweets very skillfully
(BERTweet, TwitterRoberta and the ensemble) decreased their GPT-
3 accuracy to random guess; this demonstrates that social media
texts generated by GPT-3 are more similar to human-written ones
than those produced by GPT-2, highlighting that detectors fine-
tuned on an advanced generative technique like GPT-2 cannot keep
up the pace with a more complex one like GPT-3.

Moreover, XLNET-based detector with default hyper-parameters
was surprisingly the best at detecting GPT-3 tweets over all col-
lected GPT-3 bots (82.1% of accuracy), as Table 7 shows; the only
exception is 𝑏𝑜𝑡8, but it is not significant since it has got only
seven tweets. Presumably, it indicates that XLNET, unlike the other
detection methods, learns latent features which better describe
machine-written tweets instead of human ones; besides, it pro-
duces the highest difference between human and bot accuracies.
Linked to this finding, we can state that if on the one hand the GPT-
3 social media texts are much closer to texts produced by humans,
on the other hand they must have (hidden) peculiarities in common
share with other generative techniques (like GPT-2, RNN and Other
older methods) that the other tested detectors have considered with
lower priority. Notice that the optimized XLNET-based detector
decreased its accuracy on GPT-3 tweets (71.8% of accuracy): since
the optimization phase tries to increase the balance between the
human and bot classes, XLNET found this balance in increasing the
accuracy over human tweets while decreasing it over bot tweets,
giving up precious bot features.

Observing both the most accurately detected bot’s tweets (𝑏𝑜𝑡7)
and the less accurately detected bot’s ones (𝑏𝑜𝑡8), we noticed that
𝑏𝑜𝑡8 contains Twitter user mentions (mostly related to reply tweets)
and it writes longer tweets than 𝑏𝑜𝑡7, which posts brief original
tweets (without mentions). Inspecting all GPT3 bots’ tweets and
human written tweets, we observed that our detectors classified as
bot those tweets having a low number of words (around 12 words
for human tweets and 16 words for GPT3 ones), no mentions or a
bunch of them in themiddle of the text (no reply tweets), and no urls.
On the other hand, our detectors labelled as human those tweets
having a high number of words (around 18 words for human tweets
and 23 words for GPT3 ones); human tweets correctly labelled as
human contained from zero to one url and/or around two mentions,
the latter usually located at the beginning of the text.

Table 8 shows misclassified examples of Human, GPT-2 and
GPT-3 tweets.

5.4 Improvement of the state-of-the-art
deepfake tweets detection task

Table 9 shows the general performance of the tested detectors
against the state-of-the-art ones [11, 28, 31, 34] over the TweepFake
dataset.

The BERT-based detectorwas the only onewhose hyper-parameters’
default value was already the optimized one according to our
bayesian optimization on the validation set. Every other detector
generally improved its global and specific performances over the
test set, except for the one based on DistilBERT. This exception may

Table 7: Comparison of the accuracy over the eight GPT-3
Twitter accounts.

Method all
𝑏𝑜𝑡1 𝑏𝑜𝑡2 𝑏𝑜𝑡3 𝑏𝑜𝑡4 𝑏𝑜𝑡5 𝑏𝑜𝑡6 𝑏𝑜𝑡7 𝑏𝑜𝑡8default_ft 𝑏𝑜𝑡𝑠

berta 0.614 0.652 0.614 0.669 0.680 0.545 0.548 0.821 0.143
distilberta 0.613 0.648 0.577 0.615 0.509 0.515 0.643 0.786 0.286
robertaa 0.608 0.598 0.588 0.718 0.622 0.515 0.690 0.750 0.143
xlneta 0.821 0.818 0.826 0.928 0.694 0.723 0.801 0.821 0.143
gpt2 0.736 0.736 0.776 0.841 0.482 0.554 0.643 0.821 0.143
bart 0.520 0.559 0.396 0.649 0.505 0.574 0.571 0.786 0.000
bertweet 0.690 0.717 0.745 0.649 0.455 0.366 0.476 0.786 0.429
twitter

0.549 0.582 0.449 0.667 0.482 0.614 0.548 0.714 0.429
roberta

Method
opt_ft

bert 0.614 0.693 0.820 0.718 0.595 0.535 0.548 0.929 0.000
distilbert 0.618 0.644 0.548 0.692 0.608 0.624 0.619 0.750 0.000
roberta 0.621 0.629 0.633 0.605 0.514 0.624 0.619 0.786 0.286
xlnet 0.718 0.724 0.714 0.831 0.559 0.624 0.643 0.714 0.000
gpt2 0.734 0.722 0.815 0.772 0.500 0.515 0.667 0.893 0.000
bart 0.531 0.617 0.318 0.685 0.541 0.475 0.619 0.714 0.000
bertweet 0.557 0.635 0.484 0.497 0.401 0.406 0.500 0.714 0.143
twitter

0.525 0.579 0.375 0.631 0.554 0.535 0.595 0.643 0.571
roberta

ensemble 0.545 0.627 0.376 0.636 0.495 0.465 0.595 0.714 0.143

aour re-implementation of BERT, DistilBERT, RoBERTa and XLNET based detectors
with default hyper-parameters as described by Fagni et al. (2020) [11].

Table 8: Examples of Human, GPT-2 and GPT-3 tweets.

Tweet text Written by Labelled as

twitter hiring sherlock holmes to
prowl the office wih a magnifying
glass and find the employee who
posted "Aids piss" on the pizza
hut acct

Human Bot

What is going on in Iowa besides
all of the money wasted. They
don’t want to host the WH, who
is having its best economic year
in many years.

GPT-2 Human

If you’re working hard and not
achieving the results you want,
the only thing you can change is
yourself. So change yourself.

GPT-3 Human

be due to the fact that, unlike the other tested Transformer-based
language models, DistilBERT’s aim was not to improve a language
model understanding capabilities, but to reduce the model’s size and
computational time. Hence DistilBERT is not optimized to further
boost language modeling.
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Table 9: Comparison of our optimized Transformer-based detectors and ensemble with the best state-of-the-art results from
[11, 28, 31, 34]. (+) or (−) indicates whether the optimized version increased the evaluation metric or not. Results in bold
indicate the best values among all detectors.

Method
human bot globally

precision recall F1 precision recall F1 accuracy

bert_default_fta 0.899 0.882 0.890 0.884 0.901 0.892 0.891
distilbert_default_fta 0.894 0.880 0.886 0.882 0.895 0.888 0.887
roberta_default_fta 0.901 0.890 0.895 0.891 0.902 0.897 0.896
xlnet_default_fta 0.914 0.832 0.871 0.846 0.922 0.882 0.877

roberta + HANDb n/a n/a n/a n/a n/a n/a 0.897

CTBERT-v2+BiLSTM+NeXtVLAD
0.92- 0.91- 0.92- 0.92- 0.92- 0.92- 0.92-

(Domain-FT) Cfg 1c

CTBERT-v2 (Domain-FT) Cfg 3c 0.91- 0.92- 0.92- 0.92- 0.91- 0.92- 0.92-

OpenAI roberta larged n/a n/a n/a n/a n/a n/a 0.776

OURS

gpt2_default_ft 0.918 0.883 0.900 0.887 0.921 0.904 0.902
bart_default_ft 0.900 0.902 0.901 0.902 0.900 0.901 0.901
bertweet_default_ft 0.905 0.93 0.917 0.928 0.902 0.915 0.916
twitter_roberta_default_ft 0.923 0.905 0.914 0.907 0.925 0.915 0.915

bert_opt_ft 0.899(=) 0.882 (=) 0.890 (=) 0.884 (=) 0.901 (=) 0.892 (=) 0.891 (=)
distilbert_opt_ft 0.894 (=) 0.873 (−) 0.884 (−) 0.876 (−) 0.897 (+) 0.887 (−) 0.885 (−)
roberta_opt_ft 0.908 (+) 0.906 (+) 0.907 (+) 0.906 (+) 0.908 (+) 0.907 (+) 0.907 (+)
xlnet_opt_ft 0.902 (−) 0.874 (+) 0.888 (+) 0.878 (+) 0.905 (−) 0.891 (+) 0.889 (+)
gpt2_opt_ft 0.920 (+) 0.889 (+) 0.903 (+) 0.890 (+) 0.923 (+) 0.906 (+) 0.905 (+)
bart_opt_ft 0.904 (+) 0.904 (+) 0.904 (+) 0.904 (+) 0.904 (+) 0.904 (+) 0.904 (+)
bertweet_opt_ft 0.928 (+) 0.945 (+) 0.936 (+) 0.944 (+) 0.927 (+) 0.935 (+) 0.936 (+)
twitter_roberta_opt_ft 0.916 (−) 0.924 (+) 0.92 (+) 0.924 (+) 0.915 (−) 0.919 (+) 0.920 (+)
ensemble 0.937 0.930 0.934 0.931 0.936 0.934 0.934

aour re-implementation of BERT, DistilBERT, RoBERTa and XLNET based detectors with default hyper-parameters as described by Fagni et al. (2020) [11].
bfine-tuned on TweepFake + Augmented tweets as described by Senait et al. (2021) [34]

cas described in Saravani et al. (2021) [28]
dwithout fine-tuning on TweepFake tweets, as described by Stiff et al. (2021) [31]

Our two best detectors, i.e. BERTweet and the Ensemble, sur-
passed the state-of-the-art fine-tuned detector based on a BERT
model pre-trained on 22MCovid-19 English Tweets [28]; this demon-
strates that it is better to employ language models pre-trained on
general English Tweets. This is true when dealing with GPT-2
tweets or older generative techniques, but the situation overturns
when GPT-3 social media texts come into play: new detection ap-
proaches must be devised to take into account GPT-3 texts as well.

6 CONCLUSIONS AND FUTUREWORK
In this paper, we studied and improved the performance of the state-
of-the-art deepfake tweet detection methods over GPT-2 tweets,
where each detector was fine-tuned on a dataset comprising GPT-2
examples; afterwards, we analyzed the detectors’ ability to general-
ize on tweets written by the more sophisticated and complex evolu-
tion of GPT-2, that is GPT-3. Results showed that the class balance
brought by the hyper-parameter optimization of a Transformer-
based language model followed by a neural network classifier may

either increase or decrease the accuracy on detecting GPT-2 tweets
as machine-generated; undoubtedly, BERTweet, a language model
pre-trained on a large amount of English Tweets, is the optimal base
for a detector, reaching 94.7% of accuracy on human-written tweets
and 80.2% on GPT-2 ones. Moreover, the SVC stacking ensemble
comprising BERTweet, BART and TwitterRoberta based detectors
increased the GPT-2 accuracy to 84.4%; it was also the best detection
method in a real-setting scenario, since it outperformed every other
tested transformer-based detectors (with𝑇𝑃𝑅 > 80%) starting from
a low alarming rate (FPR) of 7%. All in all, the hyper-parameter
optimization and stacking ensemble advanced the state-of-the-art
on the deepfake tweet detection task. Nonetheless, all tested de-
tectors did not generalize well on GPT-3 tweets; noticeably, even
though BERTweet-based detector and the ensemble were the best
at correctly recognizing human tweets as human-written and GPT-
2 ones as machine-generated, they decreased their accuracy on
GPT-3 tweets to random guess. This suggests that GPT-3 tweets
are very similar to human ones. However, also GPT-3 social media
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texts have got latent features that discriminate them from human
posts, as XLNET proved with an accuracy of 82.1%. This findings
demonstrate that malicious users can potentially already contribute
to the information disorder on social media with GPT-3 short texts
without being detected by the state-of-the art deepfake social media
text detectors. With this in mind, we call for further assessments
over the detection of GPT-3 social media texts (not restricted to
Twitter only).
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