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Abstract
Deep learning is becoming more and more popular to extract information from multimedia data for
indexing and query processing. In recent contributions, we have explored a biologically inspired strategy
for Deep Neural Network (DNN) training, based on the Hebbian principle in neuroscience. We studied
hybrid approaches in which unsupervised Hebbian learning was used for a pre-training stage, followed
by supervised fine-tuning based on Stochastic Gradient Descent (SGD). The resulting semi-supervised
strategy exhibited encouraging results on computer vision datasets, motivating further interest towards
applications in the domain of large scale multimedia content based retrieval.
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1. Introduction

In the past few years, Deep Neural Networks (DNNs) have emerged as a powerful technology
in the domain of computer vision [1, 2]. Consequently, DNNs started gaining popularity also
in the domain of large scale multimedia content based retrieval, replacing handcrafted feature
extractors [3, 4]. Learning algorithms for DNNs are typically based on supervised end-to-
end Stochastic Gradient Descent (SGD) training with error backpropagation (backprop). This
approach is considered biologically implausible by neuroscientists [5]. Instead, they propose
Hebbian learning as a biological alternative to model synaptic plasticity [6].
Backprop-based algorithms need a large number of labeled training samples in order to

achieve high results, which are expensive to gather, as opposed to unlabeled samples.
The idea behind our contribution [7, 8] is to tackle the sample efficiency problem by taking

inspiration from biology and Hebbian learning. Since Hebbian approaches are mainly unsu-
pervised, we propose to use them to perform the unsupervised pre-training stage on all the
available data, in a semi-supervised setting, followed by end-to-end backprop fine-tuning on
the labeled data only. In the rest of this paper, we illustrate the proposed methodology, and we
show experimental results in computer vision. The results are promising, motivating further
interest in the application of our approach to the domain of multimedia content retrieval on a
large scale.
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The remainder of this paper is structured as follows: Section 2 gives a background concerning
Hebbian learning and semi-supervised training; Section 3 delves deeper into the semi-supervised
approach based on Hebbian learning; In Section 4, we illustrate our experimental results and
discuss the conclusions;

2. Background and related work

Several variants of Hebbian learning rules were developed over the years. Some examples are:
Hebbian learning with Winner-Takes-All (WTA) competition [9], Hebbian learning for Principal
Component Analysis (PCA) [6, 10], Hebbian/anti-Hebbian learning [11]. A brief overview is
given in Section 3. However, it was only recently that Hebbian learning started gaining attention
in the context of DNN training [12, 13, 14, 15, 16].
In [14], a Hebbian learning rule based on inhibitory competition was used to train a neural

network composed of fully connected layers. The approach was validated on object recognition
tasks. Instead, the Hebbian/anti-Hebbian learning rule developed in [11] was applied in [13] to
train convolutional feature extractors. The resulting features were shown to be effective for
classification. Convolutional layers were also considered in [12], where a Hebbian approach
based on WTA competition was employed in this case.
However, the previous approaches were based on relatively shallow network architectures

(2-3 layers). A further step was taken in [15, 16], where Hebbian learning rules were applied for
training a 6-layer Convolutional Neural Network (CNN).
It is known that a pre-training phase allows to initialize network weights in a region near

a good local optimum [17, 18]. Previous papers investigated the idea of enhancing neural
network training with an unsupervised learning objective [19, 20]. In [19], Variational Auto-
Encoders (VAE) were considered, in order to perform an unsupervised pre-training phase
using a limited amount of labeled samples. Also [20] relied on autoencoding architectures to
augment supervised training with unsupervised reconstruction objectives, showing that joint
optimization of supervised and unsupervised losses helped to regularize the learning process.

3. Hebbian learning strategies and sample efficiency

Consider a single neuron with weight vector w and input x. Call 𝑦 = w𝑇 x the neuron output.
A learning rule defines a weight update as follows:

w𝑛𝑒𝑤 = w𝑜𝑙𝑑 + Δw (1)

where w𝑛𝑒𝑤 is the updated weight vector, w𝑜𝑙𝑑 is the old weight vector, and Δw is the weight
update.
The Hebbian learning rule, in its simplest form, can be expressed as Δw = 𝜂 𝑦x (where

𝜂 is the learning rate) [6]. Basically, this rule states that the weight on a given synapse is
reinforced when the input on that synapse and the output of the neuron are simultaneously
high. Therefore, connections between neurons whose activations are correlated are reinforced.
In order to prevent weights from growing unbounded, a weight decay term is generally added.



In the context of competitive learning [9], this is obtained as follows:

Δwi = 𝜂 𝑦𝑖 x − 𝜂 𝑦𝑖wi = 𝜂 𝑦𝑖 (x −wi) (2)

where the subscript i refers to the i’th neuron in a given network layer. Moreover, the output 𝑦𝑖
can be replaced with the result 𝑟𝑖 of a competitive nonlinearity, which allows to decorrelate the
activity of different neurons. In the Winner-Takes-All (WTA) approach [9], at each training
step, the neuron which produces the strongest activation for a given input is called the winner.
In this case, 𝑟𝑖 = 1 if the i’th neuron is the winner and 0 otherwise. In other words, only the
winner is allowed to perform the weight update, so that it will be more likely for the same
neuron to win again if a similar input is presented again in the future. In this way different
neurons are induced to specialize on different patterns. In soft-WTA [21], 𝑟𝑖 is computed as
𝑟𝑖 =

𝑦𝑖
∑𝑗 𝑦𝑗

. We found this formulation to work poorly in practice, because there is no tunable

parameter to cope with the variance of activations. For this reason, we introduced a variant of
this approach that uses a softmax operation in order to compute 𝑟𝑖:

𝑟𝑖 =
𝑒𝑦𝑖/𝑇

∑𝑗 𝑒
𝑦𝑗/𝑇

(3)

where T is called the temperature hyperparameter. The advantage of this formulation is that we
can tune the temperature in order to obtain the best performance on a given task, depending on
the distribution of the activations.
The Hebbian Principal Component Analysis (HPCA) learning rule, in the case of nonlinear

neurons, is obtained by minimizing the so-called representation error :

𝐿(wi) = 𝐸[(𝑥 −
𝑖

∑
𝑗=1

𝑓 (𝑦𝑗)wj)2] (4)

where 𝑓 () is the neuron activation function. Minimization of this objective leads to the nonlinear
HPCA rule [10]:

Δwi = 𝜂𝑓 (𝑦𝑖)(𝑥 −
𝑖

∑
𝑗=1

𝑓 (𝑦𝑗)wj) (5)

It can be noticed that these learning rules do not require supervision, and they are local for
each network layer, i.e. they do not require backpropagation. .

In order to contextualize our approach in a scenario with scarce data, let’s define the labeled
set 𝒯𝐿 as a collection of elements for which the corresponding label is known. Conversely, the
unlabeled set 𝒯𝑈 is a collection of elements whose labels are unknown. The whole training set
𝒯 is given by the union of 𝒯𝐿 and 𝒯𝑈. All the samples from 𝒯 are assumed to be drawn from
the same statistical distribution. In a sample efficiency scenario, the number of samples in 𝒯𝐿 is
typically much smaller than the total number of samples in 𝒯. In particular, in an 𝑠 %-sample
efficiency regime, the size of the labeled set is 𝑠 % that of the whole training set.

To tackle this scenario, we considered a semi-supervised approach in two phases. During the
first phase, latent representations are obtained from hidden layers of a DNN, which are trained
using unsupervised Hebbian learning. This unsupervised pre-training is performed on all the



Figure 1: The neural network used for the experiments.

available training samples. During the second phase, a final linear classifier is placed on top of
the features extracted from deep network layers. Classifier and deep layers are fine-tuned in a
supervised training fashion, by running an end-to-end SGD optimization procedure using only
the few labeled samples at our disposal.

4. Results and conclusions

In order to validate our method, we performed experiments 1 on various image datasets, and in
various sample efficiency regimes. For the sake of brevity, but without loss of generality, in this
venue we present the results on CIFAR10 [22], in sample efficiency regimes where the amount
of labeled samples was respectively 1%, 5%, 10%, and 100% of the whole training set. Further
results can be found in [7, 8].
We considered a six layer neural network as shown in Fig. 1: five deep layers plus a final

linear classifier. The various layers were interleaved with other processing stages (such as
ReLU nonlinearities, max-pooling, etc.). We first performed unsupervised pre-training with
a chosen algorithm. Then, we cut the network in correspondence of a given layer, and we
attached a new classifier on top of the features extracted from that layer. Deep layers and
classifier were then fine-tuned with supervision in an end-to-end fashion and the resulting
accuracy was evaluated. This was done for each layer, in order to evaluate the network on a
layer-by-layer basis, and for each sample efficiency regime. For the unsupervised pre-training
of deep layers, we considered both the HPCA and the soft-WTA strategy. In addition, as a
baseline for comparison, we considered another popular unsupervised method for pre-training,
namely the Variational Auto-Encoder (VAE) [23] (considered also in [19]). Note that VAE is
unsupervised, but still backprop-based.
The results are shown Tab. 1, together with 95% confidence intervals obtained from five

independent repetitions of the experiments. In summary, the results suggest that our semi-
supervised approach based on unsupervised Hebbian pre-training performs generally better
than VAE pre-training, especially in low sample efficiency regimes, in which only a small portion
of the training set (between 1% and 10%) is assumed to be labeled. In particular, the HPCA

1Code available at:
https://github.com/GabrieleLagani/HebbianPCA/tree/hebbpca.



Table 1
CIFAR10 accuracy and 95% confidence intervals, on various layers and for various sample efficiency
regimes. Results obtained with VAE and Hebbian pre-training are compared.

Regime Pre-Train L1 L2 L3 L4 L5

1%
VAE 33.54 ±0.27 34.41 ±0.84 29.92 ±1.25 24.91 ±0.66 22.54 ±0.60

soft-WTA 35.47 ±0.19 35.75 ±0.65 36.09 ±0.27 30.57 ±0.36 30.23 ±0.37
HPCA 37.01 ±0.42 37.65 ±0.19 41.88 ±0.53 40.06 ±0.65 39.75 ±0.50

5%
VAE 46.31 ±0.39 48.21 ±0.21 48.98 ±0.34 36.32 ±0.35 32.75 ±0.32

soft-WTA 48.34 ±0.27 52.90 ±0.28 54.01 ±0.24 49.80 ±0.16 48.35 ±0.26
HPCA 48.49 ±0.44 50.14 ±0.46 53.33 ±0.52 52.49 ±0.16 52.20 ±0.37

10%
VAE 53.83 ±0.26 56.33 ±0.22 57.85 ±0.22 52.26 ±1.08 45.67 ±1.15

soft-WTA 54.23 ±0.18 59.40 ±0.20 61.27 ±0.24 58.33 ±0.35 58.00 ±0.26
HPCA 54.36 ±0.32 56.08 ±0.28 58.46 ±0.15 56.54 ±0.23 57.35 ±0.18

100%
VAE 67.53 ±0.22 75.83 ±0.31 80.78 ±0.28 84.27 ±0.35 85.23 ±0.26

soft-WTA 67.37 ±0.16 77.39 ±0.04 81.83 ±0.47 84.42 ±0.15 85.37 ±0.03
HPCA 66.76 ±0.13 75.16 ±0.20 79.90 ±0.18 83.55 ±0.33 84.38 ±0.22

approach appears to perform generally better than soft-WTA. Concerning the computational
cost of Hebbian learning, the approach converged in just 1-2 epochs of training, while backprop
approaches required 10-20 epochs, showing promises towards scaling to large scale scenarios.

In future work, we plan to investigate the combination of Hebbian approaches with alternative
semi-supervised methods, namely pseudo-labeling and consistency-based methods [24, 25],
which do not exclude unsupervised pre-training, but rather can be integrated together. Moreover,
we are currently conducting more thorough explorations of Hebbian algorithms in the domain
of large scale multimedia content based retrieval, and the results are promising [26].
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