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Abstract. Ensembling is a very well-known strategy consisting in fus-
ing several different models to achieve a new model for classification or
regression tasks. Over the years, ensembling has been proven to provide
superior performance in various contexts related to pattern recognition
and artificial intelligence. Moreover, the basic ideas that are at the ba-
sis of ensembling have been a source of inspiration for the design of the
most recent deep learning architectures. Indeed, a close analysis of those
architectures shows that some connections among layers and groups of
layers achieve effects similar to those obtainable by bagging, boosting
and stacking, which are the well-known three basic approaches to en-
sembling. However, we argue that research has not fully leveraged the
potential offered by ensembling. Indeed, this paper investigates some pos-
sible approaches to the combination of weak learners, or sub-components
of weak learners, in the context of bagging. Based on previous results ob-
tained in specific domains, we extend the approach to a reference dataset
obtaining encouraging results.

Keywords: Ensembling · bagging · machine learning · deep learning ·
image classification · convolutional neural networks.

1 Introduction

Representation learning and deep learning have achieved amazing results in the
last decades, obtaining unparalleled performance under challenging tasks such
as image classification and object detection [13]. After the first impressive leap,
many works have been of incremental nature in the previous years, often focused
on architecture engineering for achieving minor improvements over a sensible in-
crease in complexity. Indeed, the performance gain versus the computational in-
crement ratio has become less attractive. Therefore, research has moved to find
optimal tradeoffs between accuracy and computational load [17]. This is also
motivated by the widespread adoption of deep learning paradigms that calls for
the sustainable use of artificial intelligence (AI). AI has operational costs than
can be directly measurable in energy consumption, having therefore a relevant
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environmental footprint [16]. Ensembling is a well-known approach that enables
using a collection of different models (e.g., classifiers or regressors) to obtain a
new model having other (and generally superior) performance with respect to
predefined metrics. Ensembling has a long history that dates back even before
the birth of machine learning. Indeed, it is customary to state that the first
application of Ensembling is majority voting in statistics as in the claim of the
theorem by Marquis de Condorcet: in 1785 he proved that if the probability
of each voter being correct is more than one-half and the voters are indepen-
dent, then the addition of more voters increases the likelihood of the majority
vote being correct (see, e.g., [2]). Long after that, Ensembling has been used to
turn weak models into superior models showing encouraging results in several
domains. It has been reported that ensemble models often become in the first
place in public competitions such as those promoted by Kaggle [1]. The relation-
ship between deep learning and Ensembling is at least twofold. From one side,
basic constructions of Ensembling known as bagging, boosting and stacking have
somehow influenced architectures commonly used in deep learning and the way
they are trained. For instance, residual networks behave like ensembles of rela-
tively shallow networks [18]. On the other side, thanks to Ensembling strategies,
deep learning models can be used as basic models to build more complex models.
This paper focuses on this second aspect by recapping Ensembling and its role in
deep learning, exploring several directions. Based on previous results obtained in
a specific domain, preliminary results are then reported on a benchmark dataset.
This paper extends the short paper [3].

2 Related works

Ensembling generally refers to machine learning approaches in which a set of
weak learners (or basic models) is turned into a strong learner (or ensemble
model). The set of weak learners might consist of homogenous models (i.e., they
are all from the same family or architecture) or might be heterogeneous, i.e., the
basic models belong to different machine learning paradigms. The basic example
is to put together multiple models trained for solving the same classification or
regression task and then combine them together in some fashion, e.g., by per-
forming majority voting in the case of classification or averaging in the case of
regression. The scope of performing Ensembling is generally related to the desire
to reduce the bias or variance that affects a machine learning task [7]. As it is
well known, a very simple model might have a great error in achieving good per-
formance on a dataset, even during training. This is generally linked to the low
representation capabilities of simple models that cannot capture all the complex
patterns in the training datasets. Such error during training is referred to as
the bias of the model. By converse, very complex models have many degrees of
freedom to adhere to the training dataset completely and obtain excellent per-
formance during training. However, they capture not only the relevant features
of the problem but also learn insignificant features of the training dataset. This
results in relatively poor performance during test and validation: the model is
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overfitted to the training dataset and does not reach good general results, hav-
ing scarce generalization capabilities. We refer to this issue, as saying that the
model has high variance. The three basic approaches to performing Ensembling
are bagging, boosting, and stacking. In general, bagging reduces the variance
among the base classifiers, while boosting-based ensembles lead to bias and vari-
ance reduction. Stacking is commonly used as a bias-reducing technique. In more
detail, bagging is performed by subdividing the training datasets into different
subsets according to some criteria, e.g., balancing class distributions inside each
subset or other forms of equalization. Then, each subset of the training set is
used to train a weak classifier. Any such classifier ideally has a low bias on the
training set but possibly high variance. Using a fusion layer, the outputs of the
single classifiers are combined by performing (weighted) voting or performing
a weighted average. The model given by the fusion of the weak classifiers is
called a strong classifier, and it potentially exhibits lower variance. Notice that
the weak classifiers might be trained independently and in parallel. Very often,
such classifiers share the same architecture. In boosting instead, weak classifiers
are very simple and low complexity but are trained cleverly, for example, using
cascading. Adaboost [15] is one of the most popular approaches in which each
classifier is trained so as to properly deal with the examples in the training set on
which previous weak classifiers have failed. The boosting concept is also known
to be the backbone behind well-known architectures like Deep Residual networks
[10]. Finally, stacking often considers heterogeneous weak learners. Training is
performed in parallel, while a final combination is obtained by training a meta-
model to output a prediction based on the different weak models’ predictions.
Deep convex nets (DCN) [6] are recognized to be a deep learning architecture
composed of a variable number of modules stacked together to form the deep
architecture. In general, all of these approaches have been used in conjunction
with deep learning models. The review [9] presents some recent literature on the
subject systematically.

3 Methodology

As seen in the previous section, ensemble and deep learning have a twofold
relationship. This section aims to briefly report some experiments on Ensembling
that is worthwhile exploring for optimising deep learning models.

1. Varying the number of classifiers. After having fixed a deep learning architec-
ture, such architecture can be regarded as a weak model. Different training
runs starting with random weights might result in different classifiers. Major-
ity voting can be applied in this case as shown in Figure 1. The dependence
of the performance with respect to the number of classifiers might be studied.

2. Sampling strategies and balancing. Besides performing training of all the
weak learners on the full training set as described before, procedures for
sampling can be applied. For instance, using disjoint datasets for each weak
classifier helps have a set of independent classifiers. In addition, stratification
can be applied to keep the same class frequencies in each subset; conversely,
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it might be interesting to explore the possibilities given by training each
classifier to make it specialised in addressing a special class.

3. Control size and model complexity. The ensembling approaches can be per-
formed by keeping track of the model size and model complexity; this can
help understand the heuristics for the optimal choice of the weak learners’
dimensions and the ensemble size.

4. Stacking at the deep feature levels. In many cases, the first layers of a deep
network perform feature extraction, while the final layers, usually fully con-
nected, perform classification/regression. A possibility in ensembling is given
by stacking weak models by removing the final classification layers from each
one and training an ad hoc meta classifier as shown in Figure 2.

5. Learning strategies. Given the trained ensemble, it is still possible to fine-
tune the model parameters by properly training the model, freezing or not
some of the overall network layers.

Fig. 1. Majority voting can be applied to fuse the output of multiple weak learners and
obtain a strong one. In the figure, we consider a variable number of N weak classifiers
(trained for instance using special partitions of the training data), each one producing
in output a confidence level vector for k classes. Majority voting or other schemes for
combination might be used and the dependence of the performance with respect to the
number N of weak classifiers might be studied.

4 Experimental results

In this section, we report preliminary experimental results obtained by follow-
ing the methodology discussed in Section 3. In all the experiments we used as
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Fig. 2. A different and innovative approach to ensembling of deep weak classifier is re-
ported pictorially in the figure. After having trained each weak classifier independently,
only the convolutional layers are kept while the final decision layers of each classifier
are disregarded. In summary, we keep a sequence of N weak feature extractor modules,
each one producing a M -dimensional deep feature vector. These modules can be turned
into an ensemble by adding a trainable final decision layer, e.g. made of fully-connected
networks, having an input size equal to N ·M .

a basic weak learner a convolutional neural network belonging to the Efficient-
Net family [17]. This is a family of eight neural networks named b0, b1,. . ., b7
featuring different complexity, where b0 is the most simple model (5, 5M pa-
rameters) while b7 (66, 7M parameters) is the most complex. Such networks are
obtained through a process of aggregate scaling across depth, width and reso-
lution dimensions starting from an archetype based on the inverted bottleneck
MBConv, first introduced in MobileNet [14]. The aggregate scaling is performed
in a uniform way so as to optimise according to some heuristics the performance
of the network. For this characteristic, EfficientNet is an excellent building block
to study ensembling strategies. Notice that in our experiments we use transfer
learning. In more detail, all the EfficientNet models we used as weak classifiers
share the weights of pre-trained models from ImageNet [5].

To show concretely some possibilities, we report two examples. The first
regards an application to a specific dataset for precision agriculture, i.e. the
PlantVillage dataset [12], which contains images of plants, either healthy or
with a wide range of diseases. The dataset has been analyzed in a recent study
[4], which we recap here. A second example is given by a popular benchmark
dataset, i.e. the CIFAR-100 dataset [11], which consists of 60000 32×32 colour
images divided in 100 classes, with 600 images per class. The 100 classes in the
CIFAR-100 are grouped into 20 superclasses. Each image comes with a “fine”
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(the class it belongss to) and a “coarse” label (the superclass to which it belongs).
In the experiments, the fine-grained version with 100 classes has been used.

For the first example, using particular and ad hoc tricks explained in the
paper [4], we were able to obtain the results reported in Table 1 for a single weak
model trained end-to-end.

Model Test Valid Train

EfficientNet-b0 99.6995 99.8454 99.9960
EfficientNet-b1 99.5793 99.8454 100.000
EfficientNet-b2 99.5192 99.7681 99.9140
EfficientNet-b3 99.6394 99.8712 99.9860
EfficientNet-b4 99.6995 99.8454 99.9980
EfficientNet-b5 99.7596 99.7939 99.9920
EfficientNet-b6 99.7596 99.8712 99.9880
EfficientNet-b7 99.5192 99.8454 99.9960

Table 1. Table with best Weighted F1-score results, for each EfficientNet variant. Best
values are in bold.

Then ensembling was applied using the methodology depicted in Figure 2.
Given the generally good performance of the models reported in Table 1 and
aiming at reduced complexity, we restricted to performing ensembling (i) only
on b0 models and (ii) using the minimum number of weak learners, i.e. only
two learners. As a combination layer for the ensemble, we used the final layer of
the weak learners scaled to accommodate the input of two learners. Five runs of
training were conducted to train the combination layers keeping frozen the deep
feature extractor module of each weak classifier. The results demonstrate a 100%
F1-score in training and test for all the five runs, while in validation four runs
achieved 100% performance but one, which featured a 99.998% performance.

Similar tests were conducted on the more challenging CIFAR-100 dataset,
where the ensemble model was able to reach a 96.808% with an improvement
of 0.728% over the previous state-of-the-art [8]. We notice that the proposed
ensemble has ≈ 11M parameters with respect to the previous state-of-the-art
model which had ≈ 480M parameters. For what regards floating point oper-
ations, the proposed ensemble features ≈ 0.9G FLOPS by contrast with the
≈ 299G FLOPS required by the previous model. This shows that the proposed
methodology is effective in producing accurate models with lower complexity in
the CIFAR-100 case.

5 Conclusions

This short paper has explored several directions for introducing Ensembling
in the deep learning context. The approaches and the involved ideas are well-
grounded in previous knowledge and guarantees connected to Ensembling in
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machine learning, yet there are many possible pathways and combinations to ex-
plore. In some preliminary experiments, we studied an adaptive ensembling based
on bagging, making it possible to achieve 100% accuracy on a known dataset
in agricultural applications [12]. Other experiments on a well know benchmark
dataset have shown a significant boost in performance over the state-of-the-art
coupled with a reduction of complexity. Further experiments are underway to
show the applicability range of the proposed method and the results will be
reported in the next future.
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