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Abstract. The continuously increasing number of connected objects and sensors 

is opening up the possibility of introducing automations in many domains to bet-

ter support people in their activities. However, such automations to be effective 

should be under the user control. Unfortunately, people often report difficulties 

in understanding the surrounding automations and how to modify them. The goal 

of this paper is to provide a multi-perspective view of what has been done in 

terms of design, tools, and evaluation in the area of end-user control of automa-

tions in ecosystems of smart objects and services. For each aspect we introduce 

the main challenge, the current possible approaches to address it, and the issues 

that still need further investigation. 

Keywords: End-User Development, Internet of Things, User Experience.  

1 Introduction 

Over the last few years, we have witnessed a wide diffusion of the so-called smart ob-

jects, which have become relatively common in our daily environments. These objects 
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are characterised by the presence of integrated sensors and actuators, and the capability 

of exchanging data over the Internet. Through the pervasiveness of these technologies, 

the vision of an Internet of Things (IoT) has become a reality, where physical objects 

are capable of communicating among themselves and with people and can sense and 

react to changes in the environment. According to Statista1, this trend will continue to 

grow in the next few years. In this evolving landscape, many challenges concerning the 

interaction of people with these digital ecosystems are emerging. A crucial aspect is 

how to support people to understand and use these technologies to satisfy their infor-

mation and automation needs. Indeed, there is considerable academic and commercial 

interest in providing users with platforms to personalise their environments by IoT 

without requiring them to write code. 

Trigger-Action Programming (TAP) is an End-User Development (EUD) approach 

aimed at allowing people who may not be expert programmers to specify automations 

based on the “rule metaphor”. In a TAP rule, the trigger part describes the situation (as 

recognized by sensors or services) that, when occurring, causes the action part (for in-

stance, a change in the state of a device or the activation of a service) to be actuated. 

There is growing evidence that TAP basics can easily be grasped by end users. Yet, this 

approach presents nuances that become apparent - and critical - in complex and realistic 

situations. For instance, configuring smart environments with multiple active automa-

tions [22] or dealing with temporal sequences are complex tasks to master by rules. 

Even the formulation of a single rule can be challenging, because of the interactions 

among its different parts. Other problematic aspects can emerge for security issues from 

automations that do not execute as the user expects. There is therefore the need to better 

focus on the end-user creation and management of automations in everyday environ-

ments. This is a required step to fully leverage the potential and social benefits of the 

interaction of people with smart environments [63]. 

 

Fig. 1. The structure of the EMPATHY Project. 

 
1 https://www.statista.com/statistics/1183457/iot-connected-devices-worldwide/, last ac-

cessed 2023/04/12. 
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In this paper, we report the reflections and the experiences on the research activities 

pursued as part of the EMPATHY project involving six academic groups in developing 

EUD solutions for IoT in several domains. Figure 1 shows the structure of the 

EMPATHY project. There are some parts not considered in this paper indicated with 

dashed lines. The discussion is structured along three axes: what the main aspects of 

automation rules to consider when designing trigger-action rule languages (Section2), 

which type of EUD tools for TAP can be relevant (Section 3), and what metrics and 

evaluation strategies can be considered to assess the outcome of the EUD work (Section 

4). The overall goal is to foster a discussion about the state in the area of end-user 

control of automation in ecosystems of smart objects and services, along with its current 

challenges, and possible solutions. This discussion can be useful for improving overall 

understanding of the state of art and identifying areas that require further research ef-

forts. 

2 Design of trigger-action languages 

2.1 How to Represent Rule Structures 

TAP has demonstrated to be relevant in emerging IoT ecosystems as a paradigm that 

while it does not seem to require specific programming or algorithmic abilities, it allows 

for the definition of varying behaviours that users can find useful [70]. Triggers can be 

formulated in terms of events and conditions, and their expression is a key aspect to 

consider to avoid users creating automations resulting in unexpected behaviours [41]. 

Several studies investigated how to extend the TAP syntax using more flexible rule 

formulations. For instance, Desolda and colleagues [30] describe a model with opera-

tors for allowing the specification of multiple events and actions, and temporal and 

spatial constraints on rule elements such as "when" and "where". The model is based 

on the cause–effect schema, enriched with questions inspired by the 5W model. An iOS 

application that allows inhabitants to customise the behaviour of a smart home with 

rules and scenes is introduced by Fogli and colleagues [35]. The goal is to propose an 

approach capable of modelling automation with enough expressive power through the 

event-condition-action syntax while unwitting this complexity, by guiding users during 

the definition of the various rule parts. The work of Salovaara and colleagues [63] aims 

at discovering “what smart-home automation do technically competent families actu-

ally ideate, implement, use, and – most importantly – need?”. To this goal, the study 

involved various steps (creativity workshops, home automation toolkit installation, and 

actual use of the environment). Participants could define automations using an extended 

TAP syntax supporting advanced operators (e.g. time counters, accumulators). Corno 

and colleagues [21] analysed the levels of abstraction that can be used to describe au-

tomations. They argue that current approaches for connecting IoT devices use a one-to-

one, low-level mapping, sometimes dependent on the brand of objects involved, while 

users should instead be better supported by a higher level of abstraction. For this reason, 

they introduce the EUPont ontology for EUD in the IoT context, which was integrated 
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into a EUD platform and evaluated with a user study, demonstrating the feasibility and 

understandability of the approach. 

Another recent solution [4] based on the use of semantic properties to simplify the 

creation of ECA rules has been proposed  through a design approach that allows domain 

experts, not necessarily IT experts, to visually specify, for each IoT device, the semantic 

properties closer to their expertise. An extension of this work reports the results of an 

analysis of trade-offs in frameworks for the design of smart environments [3]. The main 

contribution was a framework consisting of a set of trade-offs identified between vari-

ous dimensions that characterise the quality of software environments for ECA rule 

design (Creativity, Workload, UX, Engagement, Utility, Completeness and Ease of 

Use). A recent extension of this research has also explored the use of a system that, 

through a tangible user interface integrated with pattern recognition and computer vi-

sion techniques, assists Cultural Heritage experts in creating smart interactive experi-

ences by properly tailoring the behaviour of the smart objects involved [6]. 

2.2 Distinguishing between Events and Conditions 

The structure of the temporal aspect of the trigger part of an automated procedure is 

critical for allowing more evolved behaviours, and it is one of the main sources of errors 

in TAP [8]. To limit possible ambiguities in the formulation and interpretation of TAP 

rules, it is necessary to clearly support the correct definition of temporal specifications. 

Brackenbury and colleagues classified the temporal aspects of the triggers, identifying 

three different compound structures (event-event, event-condition, condition-condi-

tion). EUD platforms can implement all these different combinations, however, it is not 

immediate how to apply them in a way that is clear for users. For instance, the event-

event combination makes sense only when the "OR" operator is used (because an AND 

would imply that the events should occur at the same time, which is unlikely), or when 

a time window for the second event to occur is specified. The event-condition structure, 

although non-ambiguous, can be misunderstood by users. 

Huang and Cakmak [44] highlighted that it is possible to distinguish at least two 

types of triggers based on temporal features: instantaneous occurrences (events) and 

occurrences protracted over time (conditions on states). They noted that users often 

confused events and conditions on states and remarked that the lack of distinction be-

tween different trigger types may create ambiguities (e.g., the interpretation of when 

exactly triggers will occur) and undesirable outcomes. The considerations raised by 

Huang and Cakmak have been taken into account in [41], where a rule editor distin-

guishing between events and condition triggers is described. Events are associated with 

the ‘becomes’ keyword (linked to when an attribute changes its value), while conditions 

are related to the ‘is’ keyword. An interactive natural language description of the auto-

mation is used to further bring attention to this distinction. 

Language use implicitly supports the distinction between these different types of 

occurrences [13, 59]. De Vega and colleagues [29] observed that, when temporal sen-

tences involve two simultaneous occurrences (e.g., conditions on states and events), 

one is generally interpreted as the main one, while the other one is considered as the 

ground (i.e., the context). They also showed that: (i) participants tended to perceive the 
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longer occurrence as the ground; (ii) they found this occurrence more acceptable when 

introduced by “while” vs. “when”. In some recent studies, temporal conjunctions (i.e., 

“while” before conditions on states and “when” before events) have been used to dis-

tinguish more intuitively conditions on states and events in trigger-action rules. Gallitto 

et al. [36] and Zancanaro et al. [76] observed an improvement in the accuracy of par-

ticipants' mental models, and in understanding rule behaviour when different conjunc-

tions ("when" and "while") introduced triggers with different temporal features (events 

and conditions on states) instead of using more general conjunction ("if"). Indeed, using 

"when" and "while" to introduce the trigger part of the rule might facilitate users in 

distinguishing events and conditions on states and understanding their semantics. 

Desolda et al [31] designed and evaluated an authoring tool for EUD, which adopted 

"while" and "when" to explicitly support the distinction of events and conditions on 

states in trigger-action rules creation. Their results revealed that the when-while struc-

ture is effective and manageable by naive users without complicating the tasks. Natural 

language description and the when-while structure were also employed to create EUD 

systems for therapists [2] and math teachers [1]. According to all these studies, employ-

ing the when-while rule structure allows a clear representation of different types of 

triggers. 

Future studies should further investigate other linguistic cues (temporal conjunc-

tions, syntactic order, verbal structure) for designing EUD interfaces to support and 

guide non-expert users in taking effective mental models. 

3 Tools for EUD 

3.1 Composition Paradigms 

In general, composition paradigms indicate how tools represent the relevant concepts 

and interact with users, and how they support the development process. Several com-

position approaches are possible for creating and modifying rules in TAP: form-based 

approaches (based on Wizard-like support), block-based, dataflow, conversational, and 

augmented-reality are the most investigated so far. The form-based approach has been 

used in commercial platforms such as IFTTT, Zapier, Alexa app but also in various 

research-based approaches [e.g. 30, 41]. The composition of automations using this 

approach exploits visual structures that conceptually group functionalities and the fill-

ing of fields. Such approaches have the advantage to guide the user through a well-

defined procedure, and, as such, they are typically regarded as easy to use. However, 

their rigidity can be perceived as too limited in some cases, and therefore not suitable 

for dealing with more complex scenarios and task automation [7].   

Another approach is block-based programming, which has long been considered in 

EUD for various domains. A well-known example is Scratch [60], a programming en-

vironment primarily targeting children. Using a block-based approach, the definition of 

a program occurs by connecting blocks of various sizes and shapes, dragging and drop-

ping them in a workspace area. Being less restrictive than form-filling languages, ap-

plications based on block programming can leave more space for users’ creativity. 
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An example in the TAP domain proposed a block-based rule editor [54] where the 

event-condition distinction is highlighted using a box with a corresponding icon and 

description. Inspired by the block-based paradigm, and aimed to amplify educational 

contexts, Gennari et al. [40] introduced IoTgo, a “phygital” toolkit offering smart cards 

representing sensors and actuators, and hardware and software tools (an ad-hoc scanner 

and web app), for reading cards and automatically generating scripts running on the 

most common micro-controllers. The aim of this toolkit is to empower younger gener-

ations to explore, empathise with the design context and ideate novel smart things, to 

deepen IoT programming and communication with certain design patterns. 

One further category of visual language commonly adopted in EUD is data-flow. 

Differently from the previous approaches, the process-oriented nature of data-flow lan-

guages makes them more suitable to represent complex use cases [11]. Process-oriented 

notations can provide more expressiveness, which however is often coupled with com-

plex user interfaces. 

Although visual-based paradigms are common interaction modalities and have been 

extensively studied in the literature, they present some weak points that can make the 

tools not engaging and immediate to understand. For instance, selecting which items to 

use in a rule can be time-consuming [41], a source of errors [38], and require users to 

know some specific technical details. 

Recent technological progress provides novel functionalities that can be used to al-

low for different interactions with devices and services: among others, the conversa-

tional paradigm and augmented reality are promising alternatives. An example of a tool 

that supports the conversational interface is RuleBot [37]. The platform operates by 

linking the user input to possible triggers and actions, using the defined intents and 

additional context information. After the first welcome sentence from the chatbot, the 

user can enter a rule element or an entire rule. The bot provides feedback and asks for 

further information to complete the automation, if necessary. The system uses natural 

language techniques to split the user input in parts that are analysed with the support of  

DialogueFlow for identifying intents and entities. Another approach based on the con-

versational paradigm is HeyTAP [24], which proposes a set of IF-THEN rules relevant 

to user’s inputs, also considering further, optional higher-level preferences expressed 

by the user (i.e. energy saving, security). These concepts are modelled using an exten-

sion of the EUPont ontology model. 

Another technological innovation that can be used to control smart environments is 

Augmented Reality (AR). The idea of AR is to create an enhanced space where digital 

components are blended in a natural way in the users’ field of view. Visualisations can 

make perceivable relations between the devices and decrease the cognitive distance 

between the physical objects and the representation used for rule creation. In the context 

of tailoring environments, AR can be used to allow for opportunistic and situated rule 

editing. A solution to support user control of automations using the smartphone as AR 

device is SAC [5]. It allows end users to frame a relevant sensor or object using the 

smartphone camera, obtain the rules currently associated with it, edit them or create a 

new one. It also allows monitoring of the state of sensors or rules involving a whole 

environment. An approach with a different goal and target users is MagiPlay [67], a 
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serious game aimed at cultivating children’s computational thinking through the per-

sonalisation of an augmented environment. AR is used to allow young learners to cap-

ture object visualisations and then combine 3D bricks into automation rules. In this area 

an interesting future work is the design of augmented reality solutions able to show 

recommendations of possible automations. Another important future direction is to ex-

plore how applications of transformers [75] and Large Language Models, such as 

ChatGPT, will impact the EUD for the IoT ecosystem, for instance, assessing whether 

such applications are capable of accurately generating automation programs that mirror 

user intents expressed using natural conversation. 

3.2 Security 

The definition of automations by users without programming experience can pose se-

rious risks both for the privacy of the user and/or the security of the smart environment 

[17]. In fact, rules can trigger unexpected behaviours that may be unnoticed by non-

technical users [77, 72]. The need for mitigating such risks foster studying and classi-

fying the type of inconsistencies that can be produced [68]. Furthermore, efforts have 

also been spent on the definition of specific solutions that can support end-users in the 

identification of security and privacy risks at design time [10, 57]. Chen et al. [15] have 

proposed a threat model that indicates the various levels at which security issues can 

emerge in environments where TAP platforms are deployed: 

• Network sniffing: an attacker can monitor traffic in the IoT network to leak device 

state or sensitive data from the TAP platform. 

• Privilege escalation attack: an attacker can exploit over-privileged vulnerabilities to 

access IoT devices they should not have access to. 

• Malicious automation: an attacker can create a malicious automation to manipulate 

triggers and actions to leak sensitive data from IoT device settings. 

• Rule logical attack: an attacker can manipulate TAP rules to harm the user, cause 

damage, or facilitate a real-world crime. 

• Unintentional rule logical attack: legitimate users can unintentionally harm them-

selves or cause damage by creating TAP rules with logical errors. 

Given the high popularity TAP has acquired in the last years, researchers have also 

focused on investigating how much the users are aware of and concerned about the 

severity of the risks that might arise from the unintentional creation of risky procedures. 

The study conducted by Saeidi et al. [62] involved an online survey of 386 participants 

who were presented with 49 popular rules from the IFTTT platform that had potential 

security and privacy risks. Participants were asked to evaluate their level of concern for 

each rule on a scale from 1 to 5, and the results showed that participants were not fully 

aware of the risks. The top 5 rules for which users expressed the most concern involved 

acquiring, processing, or sharing their location. The study suggests that there is a need 

to support users in understanding privacy and security risks while creating trigger-ac-

tion rules. A recent approach [10] has proposed a classification model for identifying 

security and privacy violation of rules with one trigger and one action, while a further 
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contribution [9] presents an explainable AI solution that offers textual explanations for 

the potential hazards linked to a risky rule. Further research is required to explore other 

areas, such as providing users with effective ways to mitigate the risks associated with 

these rules. 

Another important aspect analysed in Saeidi [62] is the impact that contextual factors, 

i.e., the addition of information related to the execution context in which the rules might 

execute, have on the overall ability of end users to specify the rules. The results demon-

strated that, if asked to focus on a specific and detailed context in which a certain rule 

could be activated, the users may significantly increase their attention to risk factors. 

Among the contexts which impacted the most, the authors found that security and pri-

vacy implications resulted particularly evident, i.e., which entity can activate the rule 

and who can observe its action. The results of this study suggest investigating mecha-

nisms for providing contextual information of the defined rule. As an example, a TAP 

might generate contextual factors based on rule information and user’s habits. 

3.3 Recommendations 

Recommender systems (RS) are designed to help users make better choices from large 

content catalogues [46]. These systems can show users a personalised list of items tai-

lored to their preferences, which can be derived from implicit (such as clicking, pur-

chasing or device usage behaviours) or explicit feedback (a direct rating on an item). 

Since the creation of an IoT automation is not a “one-shot” operation but consists of 

multiple selection and configuration steps [26], recommendation support can be used 

to help users by providing them with relevant objects or services during the various 

phases. Two main strategies for generating recommendations can be identified in this 

context. The first is using automations previously created by other users as the building 

blocks for providing relevant recommendations to the current user. Another viable strat-

egy is to mine some frequent patterns from the user behaviours and derive one or more 

rules to automate this behaviour. For the former approach, a relevant example is Re-

cRules [23]. The authors put forward a hybrid collaborative and content-based recom-

mender system that considers semantic features to suggest automations based on their 

functionality (the final purpose for which the person is creating the automation). This 

solution leverages a reasoner to enrich the automations of semantic information. 

Through the hierarchical structure of an ontology, a structure of classes and subclasses 

is applied to items, allowing to uncover functionality and technological relations be-

tween them. Then, a collaborative filtering mapping is applied to leverage the commu-

nity's appreciation or not appreciation of rules. Finally, a learning-to-rank algorithm is 

trained on the enriched data. 

Early examples of the latter approach can be found in PBE (Programming By Ex-

ample) systems such as EAGER, Dynamic Macro, and APE [27, 53, 61], which con-

tinuously observe user’s actions to find repetitions over which they can learn a looping 

program to complete the user’s task. Since automation was recommended directly 

within the user’s workflow, users programmed the system without necessarily being 

aware of it. A more recent example of this strategy is RuleSelector [66], where a mobile 

interactive tool is used to allow users to select TAP rules from a short summarised list. 
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The engine of RuleSelector first uses frequent itemset mining to discover contexts that 

often occur together (such as “watch TV” and “at home”). From these contexts, a list 

of candidate rules is generated using three selection metrics (confidence, contextual 

specificity, and interval count). The last step of the algorithm is to summarise the rule 

list using a total action coverage criteria defined by the authors. Another aspect to con-

sider is whether to generate and show complete rule recommendations, or just rule parts 

that fit the automation a user is currently editing in a sort of autocomplete fashion. It 

should be noted that while the step-by-step approach is easy to integrate into the rule 

composition process, and hence can be beneficial for beginners, the full rule sugges-

tions provide a wider overview of the personalization capabilities [55]. In this area, an 

important direction for future work is how to combine state-of-the-art recommendation 

methods with context and user data. The integration between the recommendations gen-

erated by automations and those derived from usage patterns can provide more effective 

results.  

Automation rules datasets for recommendations. To generate relevant recommen-

dations and, in general, to provide intelligent support to users, EUD platforms include 

some “sub-systems” devoted to analysing previous data to extract patterns or other use-

ful information. These sub-systems rely on collected datasets of information relevant 

to the specific goal of the platform. Regarding recommendations for smart home per-

sonalization platforms, the crucial data source is the automation rules dataset. The first 

publicly available dataset of (IFTTT) automation rules was crawled and curated by Ur 

and colleagues [69]. The authors scraped all the programs shared publicly on the IFTTT 

website at that time (67169 rules) and analysed them to investigate the practicality of 

letting average users customise smart-home devices. The generated recipes dataset con-

tains the following fields: an “if channel” and its trigger condition and any parameters, 

a “then channel” and its selected action and any parameters, a recipe id, an author id, 

and statistics on when it was shared and how many other users have activated it. In a 

subsequent study [70], the authors proposed a new version of the dataset containing the 

224,590 programs shared publicly on IFTTT as of September 2015. The dataset in-

cludes recipes from more than 100.000 users (most of whom created only one or two 

of them) and contains many duplicate programs. The dataset2 was publicly released. Mi 

and colleagues [56] collected data from the IFTTT website for six months (from No-

vember 2016 to April 2017) and performed controlled experiments on these data using 

a custom testbed. The dataset was generated first obtaining the full list of available 

services. Then the authors reverse-engineered the URLs of applets’ pages, using this 

address to fetch more than 300K public applets. For each applet, they obtained its name, 

description, trigger, trigger service (the service that the trigger belongs to), action name, 

action service, and add count (the number of this applet being installed by users). The 

collected data and the testbed3 are publicly available. A more recent effort was carried 

out by Yu and colleagues [74]. The focus of the dataset is specifically on rules desig-

nating smart space interactions. Another goal is to characterise behaviours that users 

 
2 https://www.upod.io/datasets.html, last accessed 2023/04/12. 
3 https://www-users.cse.umn.edu/~fengqian/ifttt_measurement/, last accessed 2023/04/12. 

https://www-users.cse.umn.edu/~fengqian/ifttt_measurement/
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encapsulate in automation rules in IFTTT. The authors collected 50,067 publicly shared 

IFTTT recipes, and then filtered them based on their popularity, relevance to IoT ap-

plications, and ease of automated parsing. The final dataset consists of 2,648 IoT-rele-

vant rules. This dataset4, including the preliminary pre-filtered versions and the scripts 

used to analyse it, is publicly available. The features of the rules in the dataset are rule 

name, rule id, services (e.g., ‘weather’, ‘hue’), service names (‘Weather Underground’, 

‘Philips Hue’), description, service owner (a Boolean indicating whether the rule is 

provided by the manufacturer), pro features (a Boolean indicating whether a pro sub-

scription to IFTTT is required), and install count. Another recent effort in regard to rule 

datasets collection was carried out to obtain automation rules in a less limiting format 

compared to the traditional IFTTT syntax (allowing i.e. to define automations consist-

ing of multiple conditions and actions, or to use the “NOT” Boolean operator). Another 

objective was to obtain more contextual information about the automation, such as the 

role of the rule creator (domain expert, platform expert, or student) and the rule’s goal 

(e.g. comfort, health, security). Rules are described by the fields: author, rule name, 

goal, natural language description, real name (the name of the device or service), parent 

(a broader classification of the functionality), operator, value, next operator (what con-

nects a rule element to the next one). The dataset currently contains 638 rules and is 

available on GitHub5. 

3.4 Debugging and Explainability of Automation Rules 

The End-User Development (EUD) paradigm has allowed non-technical users without 

programming skills to customise the behaviour of their devices and applications [28], 

empowering users and letting them benefit from the potential of IoT. The relative sim-

plicity and applicability of EUD paradigms to IoT – such as TAP - have attracted great 

interest [58]. One important aspect to consider is the possible issues derived from in-

terferences between multiple automations. Indeed, despite its ease of use, non-program-

mers still make numerous mistakes in composing TA rules, like loops, inconsistencies, 

and redundancies [25]. That is important because poor or conflicting rule settings can 

lead to unsatisfactory or potentially dangerous behaviour for the user. For example, 

Chen et al. [15] discuss three possible categories of logical errors in these cases, provid-

ing associated examples. Rule prevention occurs when the execution of one rule unin-

tentionally prevents the trigger of another rule. For example, if rule 1 is “if nobody is 

home, turn off the smart outlets” with the intention of saving energy, and rule 2 is “if 

it’s 10AM, turn on the smart pet feeder”. If the pet feeder is powered from one of the 

smart outlets and nobody is home at 10AM, the pet will not be fed. Rule collision occurs 

when the actions of two rules are conflicting, for example:  if rule 1 is “if the kitchen 

sensor detects smoke, open the window” and rule 2 is “if it is dark outside, close the 

window”, when there is something burning in the oven (thereby there is smoke in the 

kitchen) and it is night, the window may not open because of the rule collision. Unex-

 
4 https://doi.org/10.5281/zenodo.5572861, last accessed 2023/04/12. 
5 https://github.com/andrematt/trigger_action_rules, last accessed 2023/04/12. 
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pected rule chain occurs when one rule may trigger another rule unexpectedly. For in-

stance, if rule 1 is “if the temperature in my room is below 20°C, turn on the heater in 

my room”, and rule 2 is “if the temperature in my room is above 25°C, open the win-

dow”. After executing the first rule, the temperature might rise above 25°C and activate 

rule 2, which can cause the window to open unexpectedly. In the section about debug-

ging and explainable automations we discussed possible ways to address such issues. 

Only recently, a few studies have been carried out that focused on the problem of 

rule errors in EUD and explored debugging approaches to support end-users in custom-

ising their IoT devices [42]. However, while many efforts have been directed toward 

debugging for mashup programming, spreadsheet, and rule analysis, little work has in-

vestigated debugging in TAP [22, 28]. Some of these works, inspired by and extending 

the Interrogative Debugging paradigm of Ko and Myers [47], proposed tools and ap-

proaches that allow end-users to simulate their own rules and identify errors [22, 28, 

51]. Specifically, these pioneering works developed and tested different EUD interfaces 

able to simulate the rules created, detect potential errors, and return explanations of 

those errors to the user to support them in correcting them. Although preliminary, these 

studies' results seem to suggest that this type of solutions can support end-users in deal-

ing with and better understanding errors in the composition of trigger-action rules. In 

particular, ITAD [51] provides the possibility to indicate a specific context of use and 

automatically check whether certain rules can be triggered in the given context, with 

the possibility to know why or why not that automation can be executed. FortClash [18] 

has a different approach, using visual timelines associated with contextual elements and 

rules highlighting when the contextual items change state in order to better analyse 

them and control possible conflicts. 

However, several aspects remain to be clarified. In particular, we still do not know 

much about how end-users approach debugging and what strategies they adopt [22]. 

The meagre extant literature on end-user debugging of TA rules is limited mainly to 

tools to support bug identification, with limited end user involvement and not delving 

into user and interaction characteristics. Therefore, a possible research direction could 

be the study of the strategies exploited by users and the exploration of their mental 

models during debugging tasks. Knowing more about end users' debugging strategies 

is essential to inform the design of better tools to support this important task [42]. In a 

recent pilot study [52], the authors explored the strategies adopted by non-programmer 

users for testing and debugging a trigger-action rule set focusing on the mental models 

that users initially have in facing a debugging task. Results highlighted different debug-

ging strategies, partly similar to those already observed in novice programmers [33, 34, 

48].  Another aspect is the similarity of these issues with those emerging in explainable 

artificial intelligence: the set of automations created can be considered a kind of black 

box that should be made transparent to the users who can ask several questions [49] to 

better understand the resulting behaviour. 
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4 Evaluation 

4.1 Metrics 

It seems fruitful to consider which metrics can be used and when some methods are 

more suited in the context of EUD for IoT. As introduced in section 2.1, one aspect to 

assess is how the temporal elements of an automation are perceived by users, and 

whether their expectations and descriptions correspond to the actual automation execu-

tion. The counting of errors during the editing of automations can be used to assess 

different aspects of a tailoring platform, such as whether its design correctly conveys 

the concepts of events and conditions or if a debugging tool can decrease the issues in 

pre-defined automations. For this goal, first, the types of errors should be defined, such 

as wrong triggers or actions, wrong rule parameters, or incorrect specification of logical 

operators. A severity index for the errors can also be defined.  From these, an “error 

table” can be designed and used by researchers to assign a score to an automation after 

they agree on its classification. For instance, in [38] four categories of errors were iden-

tified within the rules produced by the participants of a user test and thereby analysed. 

These categories are: the incorrect definition of triggers and of actions; the incorrect 

association of a trigger with an event vs a condition; the incorrect application of the 

NOT operator; and the incorrect use of composition operators (AND/OR) to combine 

different triggers. The authors assigned a weight (1 point indicating a severe error and 

0.5 a moderate one) to the errors according to the defined scheme. The severity of an 

error was established based on the “distance” between the content and the outcome of 

the automations (generated using tailoring environments that implement different com-

position paradigms) and their natural language descriptions. For instance, in the rule 

“When the user is in bed and the bedroom light level is daylight, send a notification to 

the user and turn off all the lights in the bedroom”, using “bed movement” as a trigger 

instead of “bed occupancy” is a moderate error, whilst not using any bed-related is a 

severe error.  An analysis of the errors in the generation of automation rules has been 

performed [30], where the mistakes were categorised as 1) wrong events or actions in 

a rule; 2) wrong parameters in the specification of events and actions; 3) using a wrong 

logical operator (AND instead of OR). A score between 1 and 3 was assigned to each 

type of error, where 3 is the most serious one. 

Another measurable aspect to consider is time-to-tasks. In this context, time record-

ings can be helpful to assess whether a tool more efficiently supports end users in car-

rying out rule creation and modification tasks [12]. For conversational-based ap-

proaches, an evaluation can also be based on the number of conversational turns [45]. 

Another use of time in assessments can be to set a time limit and check within this 

interval for the number (and eventually variety) of generated automation to check if one 

approach is able to stimulate creativity more than another. A similar assessment (but 

without the time limit) was performed in [25]. A final aspect to consider is users’ mo-

tivation. There are studies (for instance, [39]) that analyse the components that have a 

positive or negative impact on the intention to use IoT technologies making reference 

to the technology acceptance model (TAM). Another aspect is to analyse how these 

technologies are used after their deployment (as in [50]), supporting analytics to show 
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which object or service is found more useful, or examining the actual usage of automa-

tion rules, or whether there is a loss of interest in the platform after some time. 

4.2 Assessment of the different composition paradigms 

Another aspect to investigate is whether a different composition paradigm has an im-

pact on the user experience on a tailoring platform. For instance, Valtolina and col-

leagues [71] reported on a study evaluating the benefits of a chatbot in comparison to 

traditional GUI, specifically for users with a poor aptitude for using technologies. They 

considered applications in the healthcare and smart home fields and found that for the 

user experience the chatbot application appears to be better than the GUI-based one. A 

similar comparison has been carried over in the assessment of the RuleBot [37] plat-

form. RuleBot is a conversational agent that uses machine learning and natural lan-

guage processing techniques to allow end users to create automations according to a 

flexible implementation of the trigger-action paradigm, and thereby customize the be-

haviour of devices and sensors using natural language. The usability of the solution was 

assessed with a user test that presented users with scenarios of increasing difficulties, 

requiring them to compose from simple to complex rules using RuleBot (chatbot-based) 

and the TAREME (wizard-based) platform. After the composition task, users had to 

compile a questionnaire, assigning scores on a 1 to 5 scale to statements associated with 

each task. These questions were repeated for each tool. It turned out that for simple 

rules the wizard style was found more efficient than the chatbot because the users were 

driven to select the relevant elements, while in the chatbot there was some initial con-

versational turn to allow users to better understand how to formulate the desired rule. 

Vice versa, in more structured rules, the chatbot was more efficient since users under-

stood how to indicate them and it was thus quite immediate while with the wizard they 

still had to navigate across the various sections to find the relevant items. 

A similar study but related to a different interaction paradigm was performed in [64]. 

In the study, a platform (HoloFlows) aimed at enabling users to exploit Aug-

mented/Mixed Reality to simplify the modelling and the configuration of IoT work-

flows is introduced. The platform exploits concepts from the BPM (Business Process 

Modelling) domain to allow users to automate tasks involving one or more IoT devices. 

The assessment of the approach consisted of a user study comparing HoloFlows with 

other two approaches to model IoT processes based on GUI, Node-RED and Camunda 

Modeler. The dependent variable was the task completion time. The workload of each 

tool was examined using the NASA-TLX questionnaire. However, it should be noted 

that it is not always appropriate to compare the performance of users when using a 

traditional Web-based tailoring environment and when using an augmented-reality ap-

proach because there are fundamental differences between them [5]. The Web-based 

solutions require explicit access to the tailoring platform, whilst a mobile AR platform 

can be used more opportunistically. Also, the AR app can remove the necessity to 

browse the logical organization of triggers and actions available in the editor, hence 

making less relevant a comparison on task completion times. Other aspects to consider 

when assessing the user experience of an AR application for personalization rules are 
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whether the selected device is appropriate (e.g., smartphone, tablet, or a dedicated de-

vice); if the representations used are understandable (e.g., 3D visualizations that repro-

duce real objects, or more abstract representations); whether the designed way to inter-

act with the objects is easy to understand; what is the added value of the AR approach, 

i.e, if it enables functionalities that would not be possible or would be challenging with 

a different user interface (in this regard, Clark and colleagues [16] assessed the interac-

tion with IoT devices in unfamiliar spaces). 

4.3 User experience 

Another aspect to consider is the impact on the user experience of supporting tools such 

as debuggers or recommendations. When an IoT platform is deployed in a real envi-

ronment, the interactions between rules may generate some unwanted situations, such 

asthe conflictual triggering of actions, or the specified rule behaviour may result differ-

ent from the intended one [51].. Hence, a debugging support tool that can test the cor-

rectness of rules and possibly identify errors in them (e.g. triggers or actions that they 

might have forgotten or inappropriately added in the current rule specification). A user-

oriented evaluation of such tools could be focused on assessing to what extent the de-

bugging can support non-programmer users. For instance, researchers can generate a 

dataset of automation that presents different types of errors, such as flipped triggers, or 

actions that cause loops. Then, users are asked to perform some tasks aimed at checking 

to what extent they can solve issues in bugged rules under two different conditions: by 

using the tool and by not using the tool (“control” case). A similar assessment for a 

debugging tool has been carried out [51] in which participants were provided with some 

tasks (describing the desired outcome situation) and a set of rules to use to reach the 

behaviour described in the tasks, which presented some inconsistencies (compared to 

the intended behaviour). In the ‘control’ case, they had to write down in natural lan-

guage the result of their analysis, identifying the rule(s) to edit and the kind of changes 

to do on one or more rules for specifying the expected behaviour. In the other case, they 

had to edit/fix the concerned rule(s) by exploiting the simulator functionality and the 

why/why-not buttons developed in the tool.  Another aspect to consider is whether us-

ing the support tool can lead to a better understanding of the future system’s function-

ing. For instance, FORTNIoT [19] aims to extend the intelligibility of a system also to 

the predicted future behaviour of an environment, to allow users to better understand 

what actions will happen and why. The assessment of the platform has been done 

through remote interviews, where participants had to use the platform with and without 

the prediction engine. Participants were asked to think aloud and report what will hap-

pen in a scenario and why, also using a 5-point Likert scale to express their confidence 

in the answer. 

A user-centered assessment can be performed on a recommendation system specific 

to this setting. Besides assessing their user experience on the platforms, other aspects 

that can be evaluated are the perceived relevance, novelty and diversity of recommen-

dations, and overall satisfaction. To provide a reliable measure of the quality of an al-

gorithm, these user-centered metrics should be combined into a single score [32]. A 

specific way to assess recommender systems can be to ask users to perform some tasks 
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and check during these tasks whether the presented recommendations are selected [43]. 

Another relevant aspect that can be tested is if the proposed recommendations speed up 

the rule generation process or make it easier. It should be noted that a recommender 

system may increase the time to complete a task, suggesting users some interesting 

alternatives. Hence, it should be analysed how to correctly integrate the recommender 

system with the users’ operation on the tailoring platform to propose a convenient so-

lution. Another consideration is whether recommendations fit the users’ desires con-

cerning long-term preferences, such as convenience, sustainability, security, or privacy. 

This aspect can be assessed with a match with an inserted or derived user profile, using 

as a baseline an algorithm that does not consider the user profile (as in [73]). 

Another not yet widely considered aspect is the impact of psychological constructs 

(such as personality traits, locus of control, mindset,...) on user perceived recommen-

dation usefulness as well as on their performance in configuration tasks where they 

could use recommendations.  Cena et al. [14] for example carried out an experiment in 

the context of home automation where they found that the personality traits of Need for 

Cognition and Self-efficacy may play an important role in assessing the perceived use-

fulness of recommendations, and they have some relation in conjunction with the per-

formance of the task. 

5 Conclusions 

This paper discusses recent proposals in the EUD field addressing the control of IoT 

automations in ecosystems of smart objects and services. The discussion is structured 

along the main aspects of automation rules to consider in the design phase, the current 

relevant tools for EUD in smart ecosystems, and which approaches can be used to as-

sess the outcome of the user interaction with these platforms. 

The first part of the discussion focuses on how to represent the rule structure, and 

how to allow users to correctly interpret the timing aspects of the automation triggers. 

Regarding the former aspect, novel contributions indicate the feasibility of designing 

extensions and using different TAP abstraction levels while retaining their understanda-

bility. There is a gap between commercial applications, usually not offering much flex-

ibility in rule creation, and advanced home automation systems that require program-

ming skills, e.g. Node-RED. This divide should be investigated more, and to this end, 

it is of crucial importance to better understand what kind of automations users need, 

and how these personalization intents are expressed, as well as better grasp the users’ 

mental models about TAP [65]. Another characteristic that emerges [20, 35, 63] is that 

not much consideration has been given to how different people sharing the same space 

interact with the automations. This can raise conflicts based on different personal pref-

erences, but it also presents new possibilities, for instance socially-oriented automations 

aimed towards the well-being of families, which require the cooperation of more people 

to be achieved. This aspect should be considered while designing possible extensions 

for TAP rules, providing operators, structures and functionalities that also consider 

these possible situations, while also keeping in mind the heterogeneity of the actors that 
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can co-participate in the creation of the automation programs. Concerning the distinc-

tion between states and events in TAP rules composition, recent studies ([36, 75]) take 

into account that this distinction can be expressed in natural language [13, 59] and ob-

serve that the choice of more specific temporal conjunctions (when-while) leads to an 

improvement in their understanding. Implementations of EUD systems for different use 

cases [1, 2, 31] employing the when-while rule structure demonstrated that it enabled 

clear representation of event and condition triggers. Future work should investigate 

which other linguistic cues EUD interfaces should use to better support users. 

We have also investigated the tools for EUD. The first considered aspect is which 

composition paradigms are currently used for creating and modifying TAP rules. Vis-

ual-based paradigms have been studied in the literature, where their main strengths and 

weaknesses have been analysed. Recent technological progress allows for new ap-

proaches exploiting different interaction modalities, such as tangible, conversational 

and AR. However, there are not many studies where these approaches are compared 

with visual tools, or where they are analysed in a context of realistic use over longer 

periods of time. Studies are needed to better assess how they impact the understanding, 

definition and control of automations in IoT settings and the long-term engagement of 

potential users with the system. Concerning the security aspects, different levels of 

threats can emerge from automations rules and can put at risk the privacy of the user 

and/or the security of the smart environment. Furthermore, these unexpected behav-

iours may go unnoticed by non-technical users. Some work has started to investigate 

users' concerns in IFTTT rules [62], and how to classify the different threats [10] also 

using textual descriptions to explain why a rule can be dangerous [9]. There are how-

ever further aspects that impact how users perceive the risks related to rules, in partic-

ular the context where rules might be activated. Context-awareness could be helpful in 

providing personalized recommendations. Current approaches mainly use two recom-

mendation strategies: they rely on automations created by other users or try to mine 

some frequent patterns from the user behaviours and derive rules to automate this be-

haviour. A challenging future direction is an approach capable of combining the two 

strategies, e.g. considering automations created by others but completing them with the 

values from the context of the user.  Concerning the debugging and explainability of 

TAP rules, some pioneering works started to investigate how to simulate the rules exe-

cution, identify potential errors, and return explanations of those errors. Although pre-

liminary, the results seem to indicate that these tools can support users in composing 

TAP rules and in understanding the errors that may emerge. However, several aspects 

remain to be clarified, for instance about how end-users approach debugging and what 

strategies they adopt [22]. 

The last section considers the approaches for usability and user experience evalua-

tion. It shows that while some general purpose evaluation methods can be applied in 

this area, there is a need for specific methods that capture its specific aspects, such as 

how to identify and assess errors in creating automation rules. In general, this area 

would benefit from more studies on how to motivate non-technical users to create their 

automations, and in more extended trials in the wild to better investigate the adoption 

of EUD approaches. 
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