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Abstract. Historical manuscripts are very often degraded by the seep-
ing or transparency of the ink from the page opposite side. Suppressing
the interfering text can be of great aid to philologists and paleographers
who aim at interpreting the primary text, and nowadays also for the au-
tomatic analysis of the text. We formerly proposed a data model, which
approximately describes this damage, to generate an artificial training set
able to teach a shallow neural network how to classify pixels in clean or
corrupted. This NN has proved to be effective in classifying manuscripts
where the degradation can be also widely variable. In this paper, we mod-
ify the architecture of the NN to better account for ink saturation in text
overlay areas, by including a specific class for these pixels. From the ex-
periments, the improvement of the classification and then the restoration
is significant.

1 Introduction

Historical and archival manuscripts are usually damaged by a whole series of
factors, primarily due to the natural degradation of the materials over time and
conditions. The basic requirement for the fruition of these manuscripts is the
removal of the degradations in order to make the main text fully understand-
able. However, this may not be sufficient for a comprehensive fruition, since
these manuscripts can contain other elements, such as annotations, miniatures,
watermarks, drawings, etc., that should be preserved due to their historical and
informative value. Therefore, a right balance is needed between the removal of
useless and harmful elements and the conservation (or enhancement) of elements
which, although unrelated to the primary text, are very important for the history
of the manuscript.

Degraded document binarization can be efficient in separating the main text
from other patterns, which can be considered as a complex background to be
removed in total [2–5,20]. However, binarization alone cannot solve cases of very
strong degradation, as we will show later. Furthermore, it produces a two-class
image, in black and white, which inevitably has lost interesting details of the
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manuscript Thus, virtual restoration assumes the important role of preserving
and highlighting the useful elements, while removing the useless ones that can
disturb or even make impossible the scholar study [22].

The bleed-through degradation is the most frequent and impairing degrada-
tion in ancient manuscripts. This occurs when both sides of the paper are written.
Methods specifically designed for bleed-through reduction are distinguished into
blind methods, which exploit the information of the front side alone [6, 7, 16],
and non-blind methods, where the often available two sides of the manuscript
page are jointly exploited [8–10, 17, 28]. The non-blind methods can provide a
very fine virtual restoration, with the counterpart that they require a perfect
alignment of the two images [12–14].

In [29] we proposed a simple multilayer shallow neural networks with back-
propagation training [23], to solve the non-blind case. We implemented the NN
in such a way that it auto-adapts to the manuscript to be restored, i.e. it does
not require a preliminary learning from many other manuscripts already clas-
sified. This can be realized, for example, when an existing data model can be
used for generating simulated training samples. In our case, we experimented
with a previously proposed data model, approximately describing the degrada-
tion affecting recto-verso manuscripts [11]. A training set was built starting from
ground-truths drawn from the clean zones of the manuscript at hand, and then
mixed accordingly to the model. The experimental results presented in [29] on
heavily damaged manuscripts seemed encouraging in terms of degradation can-
cellation. We accounted for variable degradation, also very strong. This makes
our NN, built on the basis of a single exemplar manuscript, to be potentially ef-
fective on other manuscripts of the same corpus but with degradation of different
entity, or different pages of a same book.

The difficulty with very strong levels of bleed-through is to succeed in distin-
guish them from the situations in which the primary text and the opposite text
overlap (we call the occlusions). In particular, a NN trained to recognize bleed-
through of levels very similar to that of the main text could produce random
responses in those cases.

In this paper we focus on modifications to the network architecture and
learning with the aim to try to get rid of this great difficulty. With respect
to the network architecture, we introduce an extra output class to classify the
text overlapping pixels as occlusions rather than as mere foreground text pixels.
As regards the construction of the training set, we assume a data model that
explicitly includes the conditions for the occlusions to occur.

The paper is organized as follows. In Section 2 we describe the method
adopted for the construction of the adaptive training set, using a specific data
model. Section 3 provides some operative details about the shallow NN archi-
tecture and the learning and recall phases. Section 4 analyzes from a qualitative
point of view some preliminary results, both synthetic and real, in comparison
to state-of-the-art binarization methods for degraded historical manuscripts. Fi-
nally, Section 5 concludes the paper.
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2 Construction of the training set

The first step of the virtual restoration process for historical recto-verso manuscripts
described in this paper is to classify the pixels of each side into four different
classes that we call foreground, background, bleed-through, and occlusion, respec-
tively. These classes represent the main text, the clean paper texture with, even-
tually, other marks, the seeping ink and the areas where the two sides are both
written and the two texts overlap. In the previous work [29] we considered three
classes only, by merging the occlusion pixels with the text pixels. This reflects
the appearance of only one side of the paper, as occlusions do are text and, with-
out knowledge of the opposite side, cannot be identified with certainty. However,
as we will see in the experimental results, using three classes only resulted in an
overestimation of the bleed-through class.

As a classifier, we use a neural network (NN) that needs a training set with
ground truths to learn how to discriminate the pixels. As mentioned, we do not
use an external dataset based on similar manuscripts already classified, but our
NN is trained using the same manuscript we want to classify.

Thus, to build the training set, we select N pairs of patches from the manuscript
containing clean text, and then symmetrically mix them using a data model
for seeping ink that describes the observed optical density of each side as the
weighted sum of the ideal densities of the two sides. Defining the optical density

as Ds(t) = −log
(

s(t)
p

)
, at pixel t, with s(t) being the intensity, and p the mean

value of the paper support, the model is expressed in the following way:

Dobs
x (t) =

{
Dx(t), if t is text in both sides
Dx(t) + qy(t)Dhy⊗sy (t), elsewhere

(1)

where x and y indicate the two sides, which must be perfectly aligned after re-
flection of one of the two. Eq. (1) holds for the opposite side by exchanging the
role of x and y. In eq. (1), Dobs and D are the observed and the ideal optical
density, respectively, and ⊗ indicates convolution between the ideal intensity s
and a Point Spread Functions (PSF), h, describing the smearing of ink penetrat-
ing the paper. Finally, the space-variant quantities qx and qy, whose maximum
allowed range is [0, 1], have the physical meaning of ink penetration percentages
from one side to the other. The first condition of the model eq. (1) means that
we assume that the density of the foreground text does not increase due to ink
seepage, just as it happens in the majority of the cases.

In previous works [11,14,15], we neglected the ink saturation effect, and pro-
posed to invert the equation in the second condition of the model for virtually
restoring the recto-verso pair. To make the inversion possible, we assumed that
the hyperparameters q and h are known in advance. Based on the observed den-
sities of the two sides, we first inverted the model by assuming an identically
zero ideal density in the opposite side, thus obtaining estimates of the ink pen-
etration percentages at each pixel. The system can then be solved with respect
to the ideal density maps, from which the virtually restored manuscript sides
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are obtained. To manage the text superposition areas (whose ideal density is not
zero), the obtained images were corrected using some technicalities.

Here we propose to solve the direct problem of eq. (1) for generating the
data necessary for the training set, rather than solving the inverse problem for
estimating the ideal densities, which are known in this case.

Operatively, each patch out of the selected N pairs containing clean text
is first binarized by the Sauvola algorithm, in order to extract the map of the
clean text and the map of the background. Comparing the binary map of both
members of the pair allows for locate the four classes in each side, including the
occlusions. Then, as said, the original, non-binary pairs of patches are fed to the
system in eq. (1) in a forward manner, with different values of the ink seepage
percentage, so that we synthetically generate samples of recto-verso text with
bleed-through. The first condition in eq. (1) permits to simulate the saturation
of the ink, that is, when a pixel is foreground text in both sides, the value of
the density is set to that of the recto pixel (verso pixel, respectively). For the
generation of a single pair of patches the model is taken as stationary, i.e. with
fixed ink seeping percentage. However, the construction of several pairs with
different percentage values means that, as a whole, samples of non-stationary
degradation will be presented to the network.

3 Neural network: architecture, learning and recall

We adopted a simple feedforward network with the architecture of a multilayer
shallow neural networks with one hidden layer and ten neurons, and a backprop-
agation training [23]. In the specific, we used the function patternnet of the
Matlab Deep Learning Toolbox. This net is a pattern recognition NN that can
be trained to classify inputs according to target classes.

The network processes the two sides of the manuscript simultaneously, on
a pixel-by-pixel basis. For each pixel, we consider as features the two density
values in the two sides. As already mentioned, as target classes we consider the
four different classes of background, foreground, bleed-through and occlusion.

By construction, for the pair of patches used for building the training set
we exactly know the classification of each pixel of each side. Thus, the target
classes of the generated samples are directly available. The data set is then ran-
domly subdivided into training set (the 70% of pairs) and validation set (the
remaining 30%). As mentioned, we use the Matlab patternnet net with a sin-
gle hidden layer constituted of 10 nodes. As minimization algorithm (training
function) we chose the scaled conjugate gradient, and the cross entropy for
measuring the net performance (performance function) during training.
Tests performed with a higher number of neurons did not provide significant
improvement in the quality of the results.

In the experiments, the number of patches N used for constructing the data
set was varying between 2 and 10, the size of the patches was chosen between
50×50 and 400×400, and the number of different values of ink seepage percentage
was from 10 to 20. The architectural simplicity of the network guarantees very



Title Suppressed Due to Excessive Length 5

short learning times. Typical learning times are of the order of a few seconds if
the indicated parameters are used.

From the output of the NN, which consists in the classification of each pixel
as one of the four classes, it is immediate to obtain the binarized version of
the manuscript, by merging the pixels classified as text and occlusion in a same
class, and, similarly, bleed-through noise and background in another single class.
When the goal is instead that of obtaining a virtually restored version of the
manuscript, which preserves as much as possible its original appearance and in-
formative features, the foreground text pixels, the occlusion pixels and the back-
ground pixels are given their original value, whereas the noisy pixels are replaced
with samples drawn from the closest safe background region. For this latter task,
in [21] we tested various state-of-the art still image inpainting techniques, and
selected as the best and simplest one for our purposes the exemplar-based image
inpainting technique described in [19].

4 Experimental results

We evaluate the results of our virtual restoration method from a qualitative
point of view, and comparing the NN classification result with the binarization
produced by the algorithm that was the winner of the H-DIBCO-2018 competi-
tion [1]. This algorithm implements a segmentation method based on a Laplacian
energy, and is described in [24,25].

Both for the learning and classification phases, the manuscripts are converted
to grayscale, as the color information is unessential here for the purpose of clas-
sification. For virtual restoration, the restored versions of the color manuscripts
can be straightforwardly recovered from the classification of the grayscale ver-
sions, since the three RGB channels share the same classes.

A first experiment was totally synthetic, in the sense that the recto-verso
images to restore were numerically built based on the ground-truths available
for one of the recto-verso pairs contained in the database [26, 27], i.e. the 15-th
pair out of a total of 25 pairs. In a second experiment, we restored the same recto-
verso pair used for the synthetic case, this time as it appears in the database,
i.e. with its real degradation. We processed the couple of RGB images with the
NN trained on them. Since the recto-verso pair was already registered, we did
not include the block alignment mechanism necessary in the case of misaligned
recto-verso pairs, and described in [14,29].

Figures 1 (a) and (b) show the recto and the reflected verso of the chosen
pair, with the real degradation that affect them. Figures 1 (c) and (d) show
the binary ground-truths, manually built, that accompany that recto-verso pair
in the database. This ground-truths represent the correct foreground texts of
the two manuscript sides, and serve as comparison to evaluate the performance
of algorithms of binarization of degraded historically manuscripts, as well as,
indirectly, of algorithms of virtual restoration.

In the synthetic experiments we built an artificial clean recto-verso pair by
placing the clean foreground texts on a textured background obtained by in-
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(a)

(b)

(c)

(d)

Fig. 1. The manuscripts used for the experiments: (a) and (b) real recto and reflected
verso of the 15-th pair of manuscripts in the database [27]; (c) and (d) their corre-
sponding manually generated binary ground-truths.
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painting. The foreground texts were obtained by picking up the RGB values of
the real degraded images of Figures 1 (a) and (b), at the positions of the black
pixels in the corresponding binary ground-truth maps (Figures 1 (c) and (d)).

Figure 2 (a) and (b) show this clean, ideal manuscript pair. An artificially
degraded pair has then be obtained by mixing the ideal one through the data
model of eq. 1, where the percentage of penetrating ink has been increased from
0.1 to 0.9 (left to right) (Figures 2 (c) and (d)).

(a)

(b)

(c)

(d)

Fig. 2. Generation of a synthetic manuscript pair: (a) and (b) clean, ideal recto and
verso created by the images in Figure 1; (c) and (d) degraded recto and verso numeri-
cally constructed by feeding the images (a) and (b) to the data model of eq. (1).

Figure 3 shows the results of applying the NN (training and recall) on those
images. The training set was constructed by selecting pairs of clean patches
from the degraded images themselves, and were mixed with percentages of ink
penetration spanning from 0.1 to 0.9, in such a way to cover all the range of
different amounts of degradation in the data. We built two different networks,
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one having as output only three classes (foreground, background and bleed-
through), and the other characterized by the fourth class of the occlusions.

Figures 3 (a) and (b) show the virtually restored verso with the correspond-
ing binary image when the number of classes of the NN was set to 3. Note how
the reconstructed text sometimes appears corroded, fragmentary, with missing
strokes. As already mentioned in the introduction, the fact that here the degra-
dation is very strong, reaching up to q = 0.9, the lack of a specific class for the
occlusions causes text pixels on both sides to be attributed to the bleed-through
class and then deleted.

Figures 3 (c) and (d) show the virtually restored verso with the corresponding
binary image when the number of classes of the NN was set to 4. In this case
the text is reconstructed much better, the characters are complete and full.
Conversely, the bleed-through cleanup is slightly less effective, especially in the
more severely degraded right-hand side of the manuscript.

Finally, Figure 3 (e) shows the binarization of the degraded verso of Figure 2
(d) with the algorithm in [24], which was the the winner of the H-DIBCO-2018
competition [1]. This algorithm works using only the information of the side
to be processed. Clearly, the extreme degradation of the manuscript makes it
impossible to discriminate noise from the text of interest without information
contributed by the opposite side of the page.

In the real experiment, we compared the performance of the 3-class NN and
the 4-class NN on the degraded real images of Figures 1 (a) and 1 (b). At
present, the training phase requires a rough estimate of the maximum amount
of degradation within the manuscript, in order to make the NN work best. An
estimate of the parameters q can be done as in [14].

Thus, in this cases the training set was constructed by limiting the maximum
value of the ink penetration percentage to 0.5, as the degradation is not as
extreme as in the synthetic case. Our results still demonstrate clear superiority
of the 4-classes NN with respect to the 3-classes NN, as shown for the verso
side in Figure 4. Indeed, again, the 3-class network is able to recognize the
bleed-through pixels, so that most of them can be removed. However, because
the learning phase has associated pixels that are text on both sides with the
foreground class rather than with the specific occlusion class, some ambiguity
remains between the foreground class and the bleed-through class.

With respect to the binary version of the restored manuscript (verso side
shown in Figure 4 (d)), this time the one obtained through the algorithm in [24]
((verso side shown in Figure 4 (e)) is slightly cleaner. Note however that it also
presents big local defects, such as the lack of entire characters and the excessive
thickness of others, for example in the area highlighted with the red box. This
area is shown enlarged in Figure 5 for both methods, in comparison with the
binary ground-truth provided in the public database.
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(a)

(b)

(c)

(d)

(e)

Fig. 3. Virtual restoration of the synthetic pair shown in Figures 2 (c) and 2 (d): (a)
and (b) verso restored with the 3-classes NN and the corresponding binary version; (c)
and (d) verso restored with the 4-classes NN and the corresponding binary version; (e)
degraded verso of Figure 2 (d) binarized with the algorithm in [24].
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(a)

(b)

(c)

(d)

(e)

Fig. 4. Virtual restoration of the real pair shown in Figures 1 (a) and 1 (b): (a) and
(b) verso restored with the 3-classes NN and the corresponding binary version; (c)
and (d) verso restored with the 4-classes NN and the corresponding binary version; (e)
binarization of the verso of Figure 1 (b) with the algorithm in [24].
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(a) (b)

(c)

Fig. 5. Enlarged detail of the binary maps highlighted in red in Figure 4: (a) our
result; (b) the H-DIBCO-18 result [24]; (c) the binary ground-truth provided in the
public database [27].
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5 Conclusions

We have shown that, exploiting the information contained on both the recto and
verso of an ancient manuscript affected by ink penetration, it is possible to train
a very simple shallow NN to correctly classify pixels in primary text, paper back-
ground, bleed-through noise and overlaid texts, without the need for an external
training set. The example-target class pairs are generated from the data images
themselves with the help of a data model that describes the degradation. After
classification, the output of the NN can be used to produce a binarization of the
foreground text or a virtual restoration version of the manuscript that maintains
both the fullness of information content and the aesthetics of the original. The
method improves on our previous proposals regarding the correct classification
of the pixels corresponding to the occlusions between the two texts. In terms
of binarization, we compare our results with those provided by the winning al-
gorithm of the H-DIBCO-2018 [1] competition. The superiority of our method
is evident in a synthetic case constructed in such a way as to cover the extent
of degradation from almost zero to the maximum allowed. For moderate, rather
uniform, real degradation, the binarization method performs slightly better, al-
beit with large local errors. Since the data model used is independent of the
neural network paradigm, we intend to test our approach with other more so-
phisticated neural networks. We will also try to resolve the residual ambiguity
between the two classes bleed-through and occlusion by using more descriptors.
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