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Figure 1: FIPER visualization of one instance of the German Credit Risk dataset.

ABSTRACT
TheHuman-Computer Interaction (HCI) community has long stressed
the need for a more user-centered approach to Explainable Artificial
Intelligence (XAI), a research area that aims at defining algorithms
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and tools to illustrate the predictions of the so-called black-box
models. This approach can benefit from the fields of user-interface,
user experience, and visual analytics. In this demo, we propose a
visual-based tool, "F.I.P.E.R.", that shows interactive explanations
combining rules and feature importance.

CCS CONCEPTS
• Human-centered computing→ Human computer interaction,
Visualization ; • Computing methodologies → Machine learning.
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1 INTRODUCTION
Explainable AI aims to make the internal mechanisms of decision-
making algorithms interpretable by humans. One of the main criti-
cisms of Explainable AI algorithm designers has been about creat-
ing effective explanations only for those already familiar with the
model, but not for lay users [8]. A paradigm shift has long been ad-
vocated by the HCI community, which can provide knowledge and
techniques for defining user-centered explanations [1, 6]. Several
authors have stressed the need to design systems through which
the user can interact with the explanation through an interface:
in 2018 [5] has separated the explainable AI algorithm from the
means of disclosing it. A key area of research in this context con-
cerns the design of Explainable User interfaces (XUIs). The user
in this way is no longer faced with a static explanation but is able
to interact with the system and gather more meaningful insights.
Visualizations can be used to present explanations to users. As
pointed out by [2] text can be used for simple explanations, while
visualizations are better suited for communicating more complex
concepts. Different visualizations can influence how users perceive
an explanation [9]. However, not many studies are investigating
the role of visualization in conveying algorithmically generated
explanations. Therefore, it is important to conduct empirical studies
with users to test the effectiveness of proposed visual explanations.
This Demo introduces a visualization technique and a tool, called
F.I.P.E.R. for rules-based explanations, aiming to provide users with
valuable insights regarding prediction explanations.

2 THE FIPER TOOL
FIPER, an acronym for Feature Importance Plot for Explanatory
Rules, is a visual rule-based explanation that combines and visu-
alizes evidence extracted from two distinct explanation methods:
factual rules [4, 11], and Feature Importance (FI) [7, 10]. The vi-
sualization consists of two panels that combine the outcome of
both methods 1. The left panel displays and arranges the absolute
values of the weights of the FI method. Positive contributions of
the corresponding features are represented by blue color coding,
while negative contributions are represented by magenta. The right
panel visualizes the rule predicates following the ordering imposed
by the Feature Importance. The panel displaying rule predicates
visually represents all features using a specific chart aligned with
the elements in the FI panel. Different types of charts are used
depending on the feature type. When dealing with categorical data,
a stacked bar chart is employed to illustrate the relationship of each
possible value within the whole. This representation allows the user
to grasp the internal distribution of values, with a diamond point
positioned at the center of the observed value for the attribute 𝑥 .
Numerical data types are represented using a box plot chart, which

provides a compact visualization of the data distribution, including
the minimum, maximum, first quartile, third quartile, and median.
The observed value for 𝑥 is represented by a diamond point within
the scale of the box plot. Additionally, for attributes that have a
predicate 𝑝 in the rule 𝑟 , a second layer is added to highlight the
intervals stated by the rule. The visualization of the intervals varies
based on the data type. In the case of categorical data, the inter-
vals contained in the rule premise are highlighted in yellow. For
numerical data, a yellow bar represents the range of the predicate
values.

Two forms of interactivity are implemented for the F.I.P.E.R.
visualization 2:

• By dynamically limiting the view to only the attributes men-
tioned in the rule, the user’s attention can be directed specifi-
cally toward the predicates (Figure 2). This interaction aligns
with the principles of providing users with convenient access
to pertinent and significant information [12].

• By hovering the pointer over the visualization, the user
can access more detailed information about the distribu-
tion of each attribute. Figure 2illustrates two distinct styles
of tooltips for different data types. In the case of categorical
data (Top), the selected value and its cardinality are displayed.
For numerical data, a set of representative values (such as
min, max, Q1, Q3, median) and the corresponding feature
value are shown.

To stress the efficacy of FIPER, we implemented two other visual
representations of factual rules: LORE output is the text-based raw
output of the algorithm; XAI library visualization provides visual
formatting of the content of the rule by enhancing the readability
of each predicate with a sequence of graphical blocks, see fig:3. As
a demonstrator of the interface, we trained a random forest on the
instances from the UCI German Credit Risk data set [3]. The data
set is commonly used in education environments and it contains 20
columns for 1000 loan applications. The classification task consists
in understanding whether an applicant is a Good or Bad credit
risk. For each instance, the users see the predicted class and two
expandable containers with detailed information on the data set
columns and the value of the inspected instance. Each outcome
of the classifier is augmented with the corresponding explanation.
During the demonstration, the user can interact with FIPER and
choose and compare the three representations described above. To
present our demo, we will use our computers, giving people the
opportunity to browse the application and explore the features
classified by the Random Forest. We may need a wider external
screen to allow participants to interact with the tool.
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Figure 2: Finer details of a specific feature, selected by hovering the mouse on the corresponding row. (Top) Tooltip for a
categorical data type, where the feature’s actual value is shown with its class’s cardinality. (Bottom) Tooltip for a numerical
data type, where statistical central values are shown: min, max, median, Q1, and Q3.

(a) LORE Output (b) XAI Library

Figure 3: An instance visualized as LORE output and XAI library visualization
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