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Abstract. Multi-camera vehicle tracking (MCVT) aims to trace multi-
ple vehicles among videos gathered from overlapping and non-overlapping
city cameras. It is beneficial for city-scale traffic analysis and manage-
ment as well as for security. However, developing MCVT systems is
tricky, and their real-world applicability is dampened by the lack of data
for training and testing computer vision deep learning-based solutions.
Indeed, creating new annotated datasets is cumbersome as it requires
great human effort and often has to face privacy concerns. To alleviate
this problem, we introduce MC-GTA - Multi Camera Grand Tracking
Auto, a synthetic collection of images gathered from the virtual world
provided by the highly-realistic Grand Theft Auto 5 (GTA) video game.
Our dataset has been recorded from several cameras recording urban
scenes at various crossroads. The annotations, consisting of bounding
boxes localizing the vehicles with associated unique IDs consistent across
the video sources, have been automatically generated by interacting with
the game engine. To assess this simulated scenario, we conduct a perfor-
mance evaluation using an MCVT SOTA approach, showing that it can
be a valuable benchmark that mitigates the need for real-world data. The
MC-GTA dataset and the code for creating new ad-hoc custom scenarios
are available at https://github.com/GaetanoV10/GT5-Vehicle-BB.

Keywords: Multi-Camera Vehicle Tracking - Multi-Target Multi-Camera
Tracking - Synthetic Data - Deep Learning - Computer Vision.

1 Introduction

Intelligent transportation systems (ITS) constitute an essential pillar of modern
smart cities, playing a crucial role in traffic management, urban areas planning,
pollution reduction, and, in general, improving urban mobility and sustainability.
In particular, automated video analysis is emerging as one of the more attractive
ITS smart applications, aided by the ubiquity of city-camera networks and the
recently astonishing progress in computer vision.
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In this context, multi-target multi-camera tracking (MTMCT) is essential for
such applications since it provides crucial information for scene understanding.
Specifically, it aims at tracking objects over large areas in multiple, possibly non-
overlapping, surveillance camera networks. Among its branches, multi-camera
vehicle tracking (MCVT) is beneficial for city-scale traffic analysis and manage-
ment and for tasks in modern security, e.g., tracing a felonious vehicle between
different cameras in a city. However, designing and developing MCVT techniques
is tricky since several challenging computer vision tasks are involved — object de-
tection, single-camera multiple object tracking, and object re-identification. A
more critical challenge is the lack of suitable datasets for training and testing the
deep learning models on which SOTA computer vision solutions rely. Indeed, to
enable MCVT development and assessment, data needs to include a comprehen-
sive ground truth covering heterogeneous scenarios, different illumination and
weather conditions, large variations in camera distance, resolution, and view an-
gle, as well as provide consistent vehicle IDs across all the cameras. Such datasets
require a tremendous human effort for data acquisition and curation, and often
it is not even possible to collect them due to violations of data protection rights.

In this paper, we tackle the data scarcity problem affecting the MCVT task
by introducing and making freely available MC-GTA - Multi Camera Grand
Tracking Auto, a collection of synthetic images gathered from the virtual world
provided by the highly-realistic Grand Theft Auto 5 (GTA) video game. Our
dataset has been collected by several overlapping and non-overlapping cameras
recording urban scenes located at various crossroads, as shown in Figure 1. An-
notations are automatically generated by interacting with the game engine and
consist of bounding boxes localizing the vehicles with associated unique IDs that
remain consistent across all the cameras, thus making our dataset suitable for
training /testing deep learning-based MCVT models. Furthermore, we provide
the code® needed for easily creating and recording new ad-hoc scenarios resem-
bling real-world scenes that practitioners wish to simulate, where it is possible
to vary not only camera locations but also other factors of interest, such as
weather conditions and time of the day. This simulated environment has been
exploited as a benchmark where we conduct a baseline performance evaluation
using a SOTA deep learning-based approach for MCVT. The results show that
our simulator can be a helpful and versatile tool for assessing MCVT techniques.

By summarizing, we list below the main contributions of this paper:

— we propose MC-GTA - Multi Camera Grand Tracking Auto, a new synthetic
benchmark suitable for training/testing deep learning-based multi-camera
vehicle tracking techniques, collected by exploiting the highly-realistic Grand
Theft Auto 5 (GTA) video game;

— we release the code for designing and implementing new ad-hoc scenarios
where practitioners have control of several factors such as camera locations
and weather conditions;

— we conduct a performance evaluation using a SOTA MCVT model and our
dataset as a testing ground;

3 https://github.com/GaetanoV10/GT5-Vehicle-BB
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— results show that our simulated scenarios can be a valuable tool for mea-
suring the performances of MCVT techniques in a controlled environment,
mitigating the need for new real-world annotated data.

2 Related Work

In this section, we report some works present in the literature that are relevant
to our. Specifically, we focus on methods suitable for the Multi-Camera Vehicle
Tracking task. Then we describe some of the most influential synthetic datasets
exploited for tackling the data scarcity problem.

2.1 Multi-Camera Vehicle Tracking

Multi-camera vehicle tracking (MCVT) [28,24] is usually tackled using a com-
bination of different computer vision techniques ranging from object detection,
single-camera multi-object tracking, and object re-identification.

Object Detection. Object detection is one of the fundamental tasks of computer
vision aiming at localizing instances of semantic objects belonging to several
classes, such as people, bikes, or vehicles, in digital images and videos. Current
approaches rely on deep learning, leveraging different approaches that can be
classified as (i) anchor-based that rely on anchors, i.e., prior bounding boxes
with various scales and aspect ratios, either directly regressing from pixels to
bounding boxes (such as YOLO family [25, 16, 29] and RetinaNet [19] algorithm)
or by refining a bunch of region of interest computed in a preliminary step
(such as Faster R-CNN [26] and Mask R-CNN [15]); (ii) anchor-free that rely on
predicting key points, such as corners or center points, instead of using anchor
boxes and their inherent limitations (such as CenterNet [32] and YOLOX [14]);
(iii) transformer-based that rely on the recently introduced attention modules
in processing image feature maps (such as DEtection TRansformer (DETR) [4]
and one of its evolution Deformable DETR [33]).

Single-camera Multi-Object Tracking. Multi-object tracking (MOT) aims to trace
multiple targets in video frames. Popular implementations of MOT algorithms
are SORT [3]|, which uses object detection and Kalman filtering, and Deep-
SORT [30], which improves SORT by adding a feature similarity matching strat-
egy. Another notable architecture is Towards-Realtime-MOT [18], which unifies
detection and feature into a single model. More recently, architectures relying
on transformers, such as TrackFormer [23], are also becoming available.

Object Re-identification. Object re-identification (RelD) is usually considered a
retrieval task that aims at matching targets in different scenes. Previously, most
works addressed person RelD; on the other hand, vehicle RelD is even more
challenging since the same vehicle models have the same appearance. Therefore,
to enhance accuracy, some methods resorted to multiple information formats like
license plates, vehicle color information, time and space metadata, etc [21, 22,
20, 31].
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2.2 Synthetic Datasets

Synthetic datasets have recently received considerable interest since they repre-
sent an appealing solution to mitigate the data scarcity problem. Usually, data
is gathered by creating ad-hoc scenarios using simulators based on the Unreal
or Unity graphical engines; some examples of these collections of images are [10,
9,27,12,13], suitable for autonomous driving and pedestrian and tracking. Fur-
thermore, another option is to use the Grand Theft Auto 5 (GTA) video game,
which exhibits a higher level of realism and variability among scenarios; some
notable existing works present in the literature are Joint Track Auto (JTA) [11]
for pedestrian pose estimation and tracking, CrowdVisorPPE [2] for personal
protective equipment detection, Virtual World Fallen People (VWEFP) [5] for
fallen people detection, Grand Traffic Auto (GTA) [8] for vehicle segmentation
and counting, and Virtual Pedestrian Dataset (ViPeD) [6, 1] for pedestrian de-
tection and tracking. In this work, we fill the gap determined by the lack of a
synthetic dataset collected from the GTA5 video game suitable for the multi-
camera vehicle tracking task.

3 The MC-GTA - Multi Camera Grand Tracking Auto
Dataset

In this section, we deeply describe our Multi Camera Grand Tracking Auto (MC-
GTA) dataset, providing details about the procedure employed for acquiring and
processing data and illustrating some statistics.

3.1 Overview

Our proposed dataset, which we called MC-GTA - Multi Camera Grand Tracking
Auto, includes high-quality imagery collected from the virtual world provided by
the highly-realistic Grand Theft Auto 5 (GTA) video game. Specifically, it has
been gathered from two different simulated urban scenarios, where several over-
lapping and non-overlapping cameras have been placed at various crossroads: (i)
the first scenario consists of six cameras divided into three overlapping camera-
pairs located in three consecutive crossroads (Figure 1a); (ii) the second scenario
includes two non-overlapping cameras placed in two consecutive crossroads (Fig-
ure 1b).

Annotations are automatically gathered by interacting with the game en-
gine and rely on bounding boxes localizing the vehicles together with associated
IDs that remain unique and consistent among the cameras belonging to a spe-
cific scenario. In Table 1, we report some statistics from each acquired scenario.
Specifically, each scenario was recorded with a final frame rate of around 12 FPS.
The first scenario lasts 79 seconds with 70 unique vehicles, while the second sce-
nario lasts 253 seconds and contains 109 different vehicles. The detailed statistics
on the number of cameras traversed by each vehicle are reported in Figure 2b.
Specifically, most of the vehicles are captured by two cameras in both environ-
ments. This is most likely in scenario #1, where every crossing is captured by
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aiic}
(b) Scenario #2

Fig.1: The considered scenarios of our MC-GTA dataset: (a) the first one in-
cludes three pairs of overlapping cameras located at three crossroads; (b) the
second one includes two non-overlapping cameras placed at two crossroads.

two cameras. In this case, the few vehicles captured by only one camera are the
ones that are leaving the intersection when the video is started. In Figure 2a,
we can better appreciate the distribution of tracks’ lifespan, either within sin-
gle cameras (for standard single-camera vehicle tracking) or across cameras for
MCVT.

The core reason that motivated the creation of this dataset is the need to have
a well-labeled benchmark resembling with high fidelity the real world, helpful
for assessing the performance of multi-camera multi-vehicle tracking models in
a simulated and controlled environment. Since labels are generated through an
automated procedure, MC-GTA helps in mitigating and contrasting the data
scarcity problem, also considering that practitioners can create new custom ad-
hoc scenarios by using the provided freely available code. Furthermore, since
data come from a virtual environment, our dataset can alleviate possible privacy
concerns with the depicted subjects. Secondly, MC-GTA can also be exploited
as training data for the supervised learning of deep learning models, given that
the limitation represented by the domain gap between synthetic training data
and real-world test data is less pronounced in MTMCT [17], or can eventually
be contrasted with domain adaptation techniques [6, 8, 7].
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Fig.2: MC-GTA dataset statistics.

Table 1: MC-GTA dataset statistics for each scenario.

Feature Scenario 1 Scenario 2
Num Cameras 6 2

Video duration 79s 253s

FPS 12.6 11.8
Unique vehicles 70 109
Average Vehicles per Camera 5.3+2.5 7.7+4.0
Track lengths 28.0£21.6s 43.9+32.1s

3.2 Dataset Creation

For the creation of the MC-GTA dataset, we created a GTA plugin using the
Script Hook V library? to interface with the GTAV environment, similarly to [17,
11]. The same plugin can be used by practitioners to create new ad-hoc scenarios.
Specifically, the plugin implements an interface with a set of functionalities for
creating, deleting, and navigating through the network of cameras in the desired
scenarios. Compared to [17,11], we added four more parameters to have finer
control over the virtual environments: (i) TimeOfDay, which allows practition-
ers to select the time of the day; (ii) MazDistanceFromCamera, determining the
maximum distance at which framed vehicles should be annotated; (iii) PerCam-
eraNumPFrames, which sets the number of frames to be recorded per camera; (iv)
WeatherCondition, to set the weather conditions.

The framed vehicle collection and annotation algorithm, shown in detail in
Algorithm 1, consists of an iterative procedure that queries the video game’s
engine to obtain the vehicles present at a given time in the views of a network of
cameras. Since GTA is a single-player video game, it does not support the syn-
chronization of multiple cameras; therefore, we exploited a workaround similar
to the one used in [17], recording camera frames one after the other by changing

4 http://www.dev-c.com /gtav /scripthookv /
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Algorithm 1 Recording and Annotating algorithm

Set TimeOfDay < Get from configuration file
Set WeatherCondition < Get from configuration file
Set PerCameralNumFrames <— Get from configuration file
Set MazDistanceFromCamera <— Get from configuration file
Set Cameras < Get from configuration file
Set SlowMotionSpeed <— Get from configuration file
FrameID = 0O
while FrameID < PerCameraNumFrames do
for each Camera in Cameras do
CameralID < Get ID of the current camera
Set Camera as the main camera
Teleport player to (Camera coordinates
Vehicles < Get vehicles in the scene
for each Vehicle in Vehicles do
VehicleDistance < Distance between camera and vehicle
if VehicleDistance < MazDistanceFromCamera then
if Vehicle not occluded and Vehicle engine is on then
LicensePlate <— Get vehicle license plate
BoundingBoz3D < Get vehicle 3D bounding box coordinates
BoundingBoz2D < Project 3D bounding box to 2D screen
Save [FrameID, CameralID, LicensePlate,
BoundingBoxz2D, BoundingBoz3D] to file

camera positions and angles between shots. The drawback of this strategy is
that a slight offset-time occurs each time the camera position is changed. To
reduce this offset to only a few milliseconds, we activated the slow-motion mode
by setting a playback speed, arguing that a few milliseconds delay is negligible
in this applicative scenario.

Once all vehicles are extracted from a single camera view, they are filtered
based on several criteria. These include vehicle-to-camera distance, which cannot
be greater than the MaxzDistance, and vehicles not present in the camera’s field
of view or occluded by buildings. Vehicles with their engine off are also excluded,
given that fixed vehicles can never travel between different cameras.

In contrast to the ray-tracing methodology used by [17] to obtain vehicle
bounding boxes, we simply projected the 3D bounding box coordinates of the
vehicles into the camera frame. While this technique creates not tight-fitting
2D bounding boxes around vehicles, it (i) reduces computational complexity
and enables scaling data acquisition to many cameras to possibly handle many
recording hours, and (ii) mitigates the variability of the bounding-box shape,
which in the case of ray-tracing tends to depend on the positioning of the rigging
bones that changes across different vehicle classes. Furthermore, we consider
as the unique ID that must remain consistent among the cameras the vehicle
license plate. We provide the final format of the saved annotations concerning
each collected frame in Table 2.
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Table 2: Final MC-GTA dataset annotation format.

Metadata Description

Timestamp Time information about current frame

FramelD Index frame to establish temporal order

LicensePlate Vehicle unique license plate

Centery Coordinates of the i-th vehicle’s 2D bounding box center
Width Width of the i-th vehicle’s 2D bounding box

Height Height of the i-th vehicle’s 2D bounding box

Vehicle,,y, - Coordinates of the i-th vehicle’s 3D bounding box

4 Experimental Evaluation

In this section, we perform an assessment of our MC-GTA dataset, exploiting a
SOTA MCVT approach® and our synthetic data as a testing benchmark. The
adopted methodology was one of the top solutions proposed in the City-Scale
Multi-Camera Vehicle Tracking track of the AI City 2022 Challenge®, a popular
competition about applying Al to several ITS tasks. It uses the YOLOvV5 object
detector [16], three ReID models for vehicle detection and feature extraction, the
ByteTrack deep learning-based algorithm [31] for MOT, and a post-processing
procedure that exploits geometrical and temporal information.

More in detail, we performed the experimental evaluation only over the sec-
ond scenario of our MC-GTA dataset, since it resembles the real-world scenario
addressed in the AT City 2022 Challenge. In order to exploit the above-mentioned
MCVT approach and to be compliant with it, we manually defined a set of Re-
gions Of Exclusion (ROE), i.e., we filtered out vehicle tracklets ending in some
pre-defined regions, and we exploited temporal filters (TFs), i.e., we filtered out
tracklets vehicles that are traced from temporal intervals not coherent with pre-
defined temporal intervals computed on the basis of camera distances.

We measured the performance by using two golden standard MTMCT eval-
uators, i.e., the MOTA - Multi-Object Tracking Accuracy, the MOTP - Multi-
Object Tracking Precision, and the IDF1, defined as:

_|FN| +|FP| + |[IDSW|
‘GTDets|

1
MOTP=——%"§ 2)
77 2

MOTA=1

(1)

|IDTP| 3)
[IDTP|+0.5x [IDFN|+ 0.5 x |IDFP|
where FN are False Negatives, FP are False Positives, TP are True Positives,
IDSW are ID Switches, GTpess are the ground truth detections, IDTP is Iden-
tity True Positives, IDFP is Identity False Positives, IDFN is Identity False

IDF1 =

® https://github.com/royukira/AIC22 Trackl MTMC_ID10
S https://www.aicitychallenge.org/
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Table 3: The obtained results with and without the Region Of Exclusions (ROEs)
and Temporal Filters (TFs).

IMOTA +|MOTP ¢|IDF1 1|IDP 1|IDR 1|FN ||IDSW |

No ROEs, No TFs 71.11 24.58 76.33 | 84.58 | 69.54 |11,267 27
2"? Cam ROEs, TFs 73.14 24.58 77.51 | 84.58 | 71.52 | 9,925 27
ROEs, TFs 73.50 24.67 78.55 | 84.65 | 73.27 | 9,107 26

Negatives, and S is a similarity function (in this case the IoU) used to con-
sider matches with a value greater than a threshold. For a finer analysis we

also computed the IDP and the IDR defined as IDP = % and

IDR = %. We report the obtained results in Table 3, where we
also show an ablation study of the considered methodology with and without
the ROEs and the temporal filters used for the post-processing procedure.

As we can see, with the best setting we obtained an IDF1 score of 78.55, a
value comparable with the ones obtained in the AI City 2022 Challenge, demon-
strating that our synthetic benchmark can be a valuable tool for testing MCVT
models. In particular, the same methodology applied to the scenarios of the Al
City 2022 Challenge obtained an IDF'1 score of 81.7. Furthermore, it is worth
noting that the inclusion of the ROEs and the temporal filters implies an im-
provement in performance, as expected. Specifically, we obtained a reduction of
19% concerning the number of FNs and, consequently, a boost in the IDR of
4%, a slight increment in the IDF1 and MOTA metrics, and, finally, a small
improvement in the number of IDSW.

5 Conclusion

In this paper, we introduced MC-GTA, a synthetic, freely available dataset gath-
ered from the popular GTA5 video game. Gathering data from virtual worlds
is an appealing solution contrasting the data scarcity problem since annota-
tions are automatically generated by interacting with the graphical engine, thus
considerably reducing human effort. Specifically, we collected images and la-
bels from several overlapping and non-overlapping cameras located at various
crossroads of simulated urban scenarios; labels correspond to bounding boxes
localizing the vehicles present in the scenes, together with associated unique
IDs persistent among the different video sources. Thus, MC-GTA is suitable for
training/testing deep learning models performing multi-camera vehicle tracking,
a challenging task extremely helpful for city-scale traffic analysis and security
but whose real-world applicability is often constrained by the lack of data. Fur-
thermore, future practitioners can use the code we released to create new ad-hoc
scenarios resembling specific custom scenes they want to simulate. To assess our
new dataset, we performed a performance evaluation exploiting a SOTA MCVT
deep learning methodology using MC-GTA as a testing ground; the obtained
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results showed that it can be a valuable benchmark that alleviates the need
for real-world data. We hope the data and reference results will spark further
activities in the field.
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