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Abstract. The rapid development of deep learning and artificial intelli-
gence has transformed our approach to solving scientific problems across
various domains, including computer vision, natural language process-
ing, and automatic content generation. Information retrieval (IR) has
also experienced significant advancements, with natural language under-
standing and multimodal content analysis enabling accurate information
retrieval. However, the widespread adoption of neural networks has also
influenced the focus of IR problem-solving, which nowadays predomi-
nantly relies on evaluating the similarity of dense vectors derived from
the latent spaces of deep neural networks. Nevertheless, the challenges
of conducting similarity searches on large-scale databases with billions
of vectors persist. Traditional IR approaches use inverted indices and
vector space models, which work well with sparse vectors. In this paper,
we propose Vec2Doc, a novel method that converts dense vectors into
sparse integer vectors, allowing for the use of inverted indices. Prelimi-
nary experimental evaluation shows a promising solution for large-scale
vector-based IR problems.
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1 Introduction

Deep learning and artificial intelligence have significantly changed the scientific
research landscape, impacting a wide range of fields such as computer vision,
natural language processing, and data science. One field that has experienced
a profound transformation is Information Retrieval (IR), where the ability to
retrieve information accurately and across different modalities has greatly im-
proved. This has been made possible by the advent of neural networks, which
have simplified IR problems into searches for vector similarities in latent spaces
generated by deep neural networks. These advances have opened up new possi-
bilities for the development of more sophisticated and accurate search systems.
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When it comes to indexing billions or trillions of data descriptors, there
is limited consensus on which algorithms are the most effective at this scale
versus their hardware cost [14]. However, when dealing with large-scale databases
containing billions of data objects, such as those found on the web, common
approaches of comparing query feature vectors with data feature vectors can
become computationally infeasible.

In the context of textual documents, full-text search engines, like Elastic-
search, Solr, or Lucene, have been extensively used and tested in various domains
and have already proven to be effective for large-scale indexing and searching.
They leverage mature technology and infrastructure, offering scalability, flexibil-
ity in querying, and a rich set of features. For these reasons, over the years, we
have explored various approaches to enable the searching of non-textual data by
transforming it into text format, which can then be indexed and queried using
off-the-shelf text search engines. We have called this family of approaches as
Surrogate Text Representation (STR) [6,2,3].

In this short paper, we propose Vec2Doc, an alternative approach that trans-
forms dense vectors into sparse representations that can be efficiently indexed
using inverted indices. This technique allows us to take advantage of the well-
established performance of inverted indices while also benefiting from the power
of deep learning-generated dense vectors. Our method is specifically designed
for dense vectors and allows easy indexing and retrieval using standard search
engines that employ inverted indices. It extends the Scalar Quantization (SQ)
STR approach [2] with a simple but effective idea to expand the codebook used
for indexing, leading to improved performance of the inverted index.

The remainder of this paper is structured as follows: Section 2 provides an
overview of related work, Section 3 presents the methodology of Vec2Doc, Section
3.1 details the experimental setup and results, and Section 4 concludes the paper
and outlines directions for future research.

2 Background and Related Work

Most of the approaches for approximate metric search rely on transforming data
objects into a different space where the search can be performed more efficiently.
This is especially relevant when the original space has a high intrinsic dimen-
sionality, when the dataset being searched is large, or when the actual distance
to compare two data objects is computationally expensive. Examples of such
techniques include transforming metric objects into binary sketches [8,7], per-
mutations [4,16], and other pivot-based representations [9,15].

In 2010, Gennaro et al. [6] introduced a technique that utilized the distances
between data objects and a set of reference objects (pivots) to map the data
into a textual representation. Their objective was to convert a global descriptor
into a sequence of terms resembling a text document, which could be processed
by a text search engine such as Lucene. To achieve this, the mapping should
be designed to approximate the original distance function, ensuring that the
distance between textual documents and queries reflects the original similarity
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between data objects and data queries. The main advantage of encoding data
objects as text was the ability to leverage off-the-shelf text retrieval engines
for performing similarity searches. This approach was initially referred to as the
Surrogate Text Representation (STR) approach. However, over the years, various
techniques have been proposed to transform descriptors into textual documents,
and the term STR has come to encompass the broader family of approaches
of this nature [2,1,3]. Some of these techniques have been designed to work on
general metric spaces, while others are specialized for vector spaces.

In this work, our focus is on STR techniques specialized to index and search
dense real vectors, such as data descriptors extracted with deep neural networks.
These techniques can be mathematically formalized as space transformations
of the form f : Rd → Nm, where each original vector y is mapped into an
integer-valued vector y. The key idea is to interpret y as a term frequency vector
based on a synthetic codebook C = {τ1, . . . , τm} of m terms. Consequently,
the associated text document for vector y is obtained by concatenating the
codebook terms with space separators, where each term τi is repeated a number
of times equal to yi. We indicate with Tf,C(·) the overall transformation from
the original vectors to the text documents, which depends on both the function
f and the used codebook C. For example, if f(y) = y = [3, 1, 0, 2] and C =
{"A", "B", "C", "D"}, the resulting text document associated with y would
be Tf,C(y) ="A A A B D D". The rationale behind this approach is that the
abstract transformation f corresponds to the function that precisely generates
the vectors used internally by the search engine based on the vector space model
[12], particularly in the case of a simple TF-weighting scheme.

To ensure compatibility with text retrieval engines and the efficiency of the
inverted index, it is important that f generates a sparse vector with non-negative
components. Various STR approaches exist, differing in their specific methods
for handling negative values, achieving sparsification, and performing the final
real-to-integer discretization. For example, in [2,3], the use of the Concatenated
Rectified Linear Unit (CReLU) activation function is employed to prevent the
presence of negative values in the transformed vectors. In [3] a Voronoi partition-
ing scheme is employed, where different codebooks are utilized for each partition.
This approach aims to increase the sparsity of the transformed data, leading to
more efficient indexing and retrieval processes.

3 Vec2Doc

The Vec2Doc is a generalization of the Scalar Quantization STR approach [2].
The SQ transforms a dense vector y ∈ Rd into a term frequency vector y ∈ Nm

through four main steps:

1. Centering and Random Orthogonal Projection: y1 = R(y − µ) ∈ Rd where
R ∈ Rd×d is a random orthogonal matrix and µ ∈ Rd is set to center
the data to zero mean. This step is used to uniform the distribution of
vector components. In particular, the random rotation helps distribute the
information along all the components of the vector in order to limit the
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presence of unbalanced posting lists in the final inverted file (important for
the efficiency of inverted indices). In [2] the centering operation is applied
only to the data object but not to the queries in order to preserve dot-product
similarities.

2. Positivization: y2 = CReLU(y1) ∈ R2d, where the Concatenated Rectified
Linear Unit transformation [13] is applied to transform the vector into a
positive one. The CReLU operation involves concatenating both the original
vector and its negation and then setting all negative values to zero, i.e.,
CReLU(v) = max([v,−v],0) where the max is applied element-wise.

3. Sparsification: y3 = gγ(y2) ∈ R2d where gγ is a component-wise thresholding
function, i.e., gγ(x) = x if x > γ, 0 otherwise.

4. Integer Quantization: y4 = ⌊sy3⌋ ∈ N2d where ⌊·⌋ denotes the floor function
and s is a multiplication factor > 1 that works as a quantization factor to
transform float components into integer.

The primary drawback of this approach is its limitation in terms of the di-
mensionality of the resulting term frequency vectors, which is fixed at 2d, where
d represents the dimensionality of the original vector. Consequently, the vocab-
ulary size necessary for indexing the data with inverted files remains constant,
posing an inconvenience when dealing with large datasets. To clarify further, if
the number of posting lists is fixed, the length of each posting list may become
excessive for large datasets, ultimately impacting search efficiency negatively.

To overcome this issue, in [3] we proposed the VP-SQ approach where the
data is clustered in Voronoi cells and a different vocabulary can be used for each
cell. In this paper, instead, we propose a simple but effective idea to extend
the vocabulary size without using centroids. Nevertheless, our new Vec2Doc
approach can be used alone or in combination with the Voronoi partitioning
strategy to improve performance further.

The Vec2Doc transformation employs a semi-orthogonal transformation to
expand the dimensionality of the vectors before the real-to-integer discretization
process. Specifically, the initial step of the SQ approach (step 1. described above)
is replaced with the following transformation:

y1 = Ay ∈ Rm, (1)

where A ∈ Rm×d is a semi-orthogonal matrix (i.e., ATA = I) with m > d. This
transformation is applied to both data and query vectors without centering the
former. The purpose of this transformation is to increase the vector dimension-
ality while preserving the dot product:

< Av, Aw >= vTATAw = vTw =< v,w > .

Moreover, since the semi-orthogonal matrix is randomly chosen, it behaves sim-
ilarly to a random rotation, effectively distributing information across the dif-
ferent dimensional components.

To sample a random semi-orthogonal matrix, we follow [11] and apply the
following recurrent formula to a random normally-distributed real-valued matrix

A← A− 1

2
A
(
ATA− I

)
(2)
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that efficiently converge into a semi-orthogonal matrix in a few iterations.

3.1 Experiments

For evaluation, we adopt two approximate nearest neighbor benchmarks, which
are Glove-100 [10] and NYTimes-256 [5], collecting ∼ 1M 100-dimensional and ∼
280k 256-dimensional real-valued vectors as search set respectively. Both provide
10k test queries and desired results (100 nearest neighbors). We L2-normalize
all vectors to perform cosine similarities as inner products.

We measure the search effectiveness with the Recall@10 metric. For efficiency,
we measure the search cost in an implementation-independent way by counting
the number of accessed posts in the posting lists in the inverted index, which
also corresponds to the number of multiply-add operations needed to compute
scores for all data points. In addition, we measure the index size as the total
number of posts in the posting lists.

First, we compare our improved SQ scheme against the original one proposed
in [2] in Figure 1. Each line is obtained by choosing the desired vocabulary
size (i.e., the number of rows m of the semi-orthogonal transformation A in
Equation 1) and varying the threshold γ that controls the sparsification level.
We set the quantization factor s = 105 for all experiments. We note that, as m
increases, the obtained recall increases when considering a fixed search cost, thus
achieving a better recall-speed trade-off on both benchmarks. However, this is
paid in terms of space; as m increases, the index size increases to maintain the
same recall values. We also observe diminishing returns as m increases.

Next, we test our proposal in combination with the Voronoi partitioning
scheme proposed in [3]. In brief, the search set is divided into c partitions via
k-means at index time, and at query time, only the n partitions having the
closest centroids to the query are accessed. In each partition, whichever STR
technique can be adopted as long as each partition has its vocabulary that does
not share tokens with other partitions. In Figure 2, we compare the Voronoi-
partitioned version of our proposal with the Voronoi-partitioned SQ method
(VP-SQ). Each line is obtained by varying all the method parameters (number
of centroids c ∈ {128, 256, 512, 1024, 2048, 4096, 8192}, number of partitions ac-
cessed at query time n ∈ {1, 2, 4, 8, . . . , c}, plus the parameters of the underline
STR technique, i.e., sparsification threshold γ, vocabulary size m) and by keep-
ing only the configurations belonging to the Pareto frontier. Due to the large
number of parameter configurations to be tested, we report results only on the
smaller NYTimes-256 benchmark. We can see that our proposal provides an im-
proved effectiveness-efficiency trade-off also in the Voronoi-partitioning version.

These preliminary experiments demonstrate that the Vec2Doc approach can
be effectively utilized in conjunction with Voronoi-partitioned STRs, offering an
easy-to-implement strategy to enhance the vocabulary size within each Voronoi
cell. In most cases, this achieves the optimal trade-off between efficiency and
effectiveness.
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(a) Results on Glove 100.
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(b) Results on NYTimes 256.

Fig. 1: Effectiveness (Recall@K) vs. Search Cost (# of multiply-add needed to
compute scores) and Index Size (# of entries in the index) of our proposal and
of the SQ baseline [2]. Each line is obtained by choosing the desired vocabulary
size m and varying the sparsification threshold γ.
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Fig. 2: NYTimes-256. Effectiveness (Recall@K) vs. Search Cost (# of multiply-
add needed to compute scores) of the Voronoi-partitioned versions of our pro-
posal and of SQ [3]. Each line is obtained by plotting the Pareto-optimal con-
figurations when varying the number of partitions c, the number of accessed
partitions n, the vocabulary size m, and the sparsification threshold γ.

4 Conclusion

In this paper, we have presented Vec2Doc, a novel approach for transforming
dense vectors into sparse representations specifically designed to address the
challenges of large-scale information retrieval tasks. Our approach enables an
expansion of the vocabulary size utilized in STR encoding, thereby positively
impacting search efficiency.

However, our approach is not without limitations. One of the challenges we
aim to address in future work is the problem of out-of-distribution queries such as
those arising from cross-modal features. Currently, Vec2Doc’s performance may
be hindered when dealing with cross-modal embeddings due to the application
of the CReLU activation function. This limitation can lead to poor performance
when handling datasets with mixed data modalities, such as text and images.

To overcome this challenge, future research will explore alternative feature
transformation techniques that better handle cross-modal features. Additionally,
we plan to investigate the scalability of Vec2Doc for increasingly larger datasets
and the potential integration with other advanced IR systems to improve its
applicability and performance further.
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