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ABSTRACT
The EDGELESS project is set to efficiently operate serverless com-
puting in extremely diverse computing environments, from resource-
constrained edge devices to highly-virtualized cloud platforms.
Automatic deployment and reconfiguration will leverage AI/ML
techniques, resulting in a flexible horizontally-scalable computa-
tion solution able to fully use heterogeneous edge resources while
preserving vertical integration with the cloud and the benefits of
serverless and its companion programming model, i.e., Function-as-
a-Service (FaaS). The system under design will be environmentally
sustainable, as it will dynamically concentrate resources physically
(e.g., by temporarily switching off far-edge devices) or logically
(e.g., by dispatching tasks towards a specific set of nodes) at the
expense of performance-tolerant applications.

CCS CONCEPTS
• Computing methodologies→ Distributed algorithms; Dis-
tributed artificial intelligence; • Computer systems organization
→ Cloud computing; • Networks → Cloud computing.
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1 INTRODUCTION
Cognitive edge-cloud with serverless computing (EDGELESS) is a
collaborative project funded by the European Commission under
the Horizon Europe program, which started on January 1st, 2023,
with a target duration of 36 months. The project includes 12 part-
ners from six European countries and is coordinated by Worldline
(Spain).

EDGELESS aims to leverage the serverless concept [2] in all the
layers in the edge-cloud continuum to fully benefit from diverse
and decentralised computational resources available on demand
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close to where data are produced or consumed. In particular, we aim
at realising an efficient and transparent horizontal pooling of the
resources on edge nodes with constrained capabilities or specialised
hardware, smoothly integrated with cloud resources, which is a
giant leap forward compared to state-of-the-art vertical offloading
solutions where the edge is a mere supplement of the cloud.

2 OBJECTIVES
During the course of the project, the consortium plans to define an
innovative approach to the execution of edge applications based
on the dynamic orchestration of serverless functions running on
heterogeneous edge devices, which will achieve the following ob-
jectives:

(1) Enabling efficient operation of data-intensive applications
with a dynamic behaviour for the realisation of a cognitive
framework spanning across the edge-cloud continuum, con-
sidering resource-constrained and heterogeneous edge com-
puting resources under fast-changing conditions. Achieving
this objective will require the implementation of algorithms
for the efficient run-time composition of applications as a
graph of lambda functions and ancillary services (e.g., per-
sistence to implement stateful services). In particular, the
choice, placement, and instantiation of these lambda func-
tions and their interactions will be realised without relying
on a centralised entity, but taking distributed, albeit coor-
dinated, decisions under uncertainty, yet addressing global
performance objectives under system stability. Such a com-
position will be the basis of a smooth interaction with the
underlying orchestration system for finding the available
executor instances (or creating new ones) and making them
interoperate.

(2) Develop cognitive tools and techniques based on Machine
Learning (ML) and Artificial Intelligence (AI) tools, for effi-
cient use of resources in networks of constrained and spe-
cialised edge nodes. Such tools will consider computation
needs and performance, always ensuring the most efficient
implementation of function-oriented execution, according
to a Function-as-a-Service (FaaS) paradigm [4].

(3) Enabling trusted access to lambda functions executed on
edge nodes, including devices with limited computational
capabilities, to attain a decentralised exchange of trusted data
and computations, leveraging certified hardware security [3].

(4) Defining interfaces and models to deploy edge applications
in a continuum multi-provider environment [5] according to
specific functional and non-functional requirements while
ensuring the highest level of Quality of Service (QoS).
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Figure 1: EDGELESS reference architecture.

(5) Evaluating the solution in three realistic use cases with het-
erogeneous requirements: i) Autonomous Smart City Surveil-
lance, ii) Internet of Robotic Things, and iii) HealthCare As-
sistant.

3 INITIAL ARCHITECTURE
The reference architecture of EDGELESS is shown in Fig. 1. In the
project, we define an edge domain as a set of clusters, each made
of a collection of edge nodes that can be controlled as if it were
a single serverless platform. For instance, we have three clusters
in the figure, identified by different colours. Within each cluster,
we have cognitive and local versions of the key components of any
serverless platform [1], i.e., the orchestrator, the controller, and
the load balancer, which we distinguish from their state-of-the-art
equivalents by pre-pending the name with Y.

Due to the small scale of edge resources, and expected high
load variability in some relevant scenarios, once a function is in-
voked by a user application, its dispatching is performed by a Y-
balancer, which operates at the smallest possible time scale with
the aim of maximising Quality of Experience (QoE) of the incoming
lambda execution requests, also depending on the instantaneous
location and context of the user invoking the function. Instead,
the Y-orchestrator is responsible for managing the life-cycle of
lambda function executors and ancillary services required, e.g., by
loading/unloading the containers/unikernels and ensuring their
connectivity, and exposing their entry points and capabilities. Fi-
nally, the Y-controller manages the lifecycle of functions (as op-
posed to the function executors), at an abstract level: it receives
requests for the addition of new functions (either provided as part
of the request or to be downloaded from a local/cloud repository),
and it composes at complex run-time workflows, which require the
invocation of multiple lambda functions. Furthermore, it mediates
trust in both directions: on the one hand, it makes sure clients
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are adequately authorised for the given operations they request
to perform (e.g., lambda function invocation or creation); on the
other hand, it enables clients to request the execution of certain
lambda functions (as policy-based annotations) in a trusted environ-
ment, if required by the application. The Y-controller also interacts
with the Y-orchestrator and Y-balancer in the same cluster with
fine-grained details and monitoring information, as well as with
peer Y-controllers in the other clusters of the edge domain (with
coarse-grained detailed and aggregate monitoring information).

4 USE CASES
In the project, we focus on three use cases. The first use case is
Autonomous Smart City Surveillance, which aims to increase
citizens’ safety by monitoring strategic geographical places through
a city-wide distribution of CCTV cameras. Data processing at the
edge of the network has several advantages, particularly low la-
tency and backhaul traffic reduction (OPEX bandwidth reduction).
However, deploying applications/services on low-powered and
widely distributed devices, with rather limited computing capabili-
ties, raises specific challenges which do not occur in a centralised
cloud computing solution.

The second use case is Internet of Robotic Things, which
originates from the increasing demand for complex distributed
systems capable of handling large-scale factory automation. The
movement to customer-driven production and personalization has
generated a need for flexible manufacturing systems that can re-
spond rapidly to production process variations. The outcomes of the
project will allow the designing of a decentralised manufacturing
system architecture that can support a distributed application logic,
through self-contained and lightweight computation units across a
serverless computing framework. Such FaaS-based approach will
allow easy AI-supported reconfiguration of manufacturing systems,
through cognitive services, and will enable a balanced computa-
tional load of intensive tasks across the EDGELESS framework.

Finally, the third use case is HealthCare Assistant: taking
advantage of ML capabilities, it is focused on providing people with

special needs living at home (seniors, pre/post-surgery or chronic
disease patients) with a personalised assistant that will help them
in their daily life. This includes monitoring their health status and
activities and assisting them in difficult situations. For this purpose,
the assistant will be capable of detecting by itself situations or
moods that may require making decisions, e.g., making suggestions
of activities, making a shopping list, contacting neighbours, friends
or relatives, notifying caregivers, or even making emergency calls.
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