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Abstract—This paper presents an approach for real-time car parking occupancy detection that uses a Convolutional Neural Network (CNN) classifier running on-board of a smart camera with limited resources. Experiments show that our technique is very effective and robust to light condition changes, presence of shadows, and partial occlusions. The detection is reliable, even when tests are performed using images captured from a viewpoint different than the viewpoint used for training. In addition, it also demonstrates its robustness when training and tests are executed on different parking lots. We have tested and compared our solution against state of the art techniques, using a reference benchmark for parking occupancy detection. We have also produced and made publicly available an additional dataset that contains images of the parking lot taken from different viewpoints and in different days with different light conditions. The dataset captures occlusion and shadows that might disturb the classification of the parking spaces status.

Index Terms—Machine Learning, Classification, Deep Learning, Convolutional Neural Networks

I. INTRODUCTION

Techniques for car parking occupancy detection are of great importance for an effective management of car parking lots. Knowing in real-time the availability of free parking spaces and communicating to the users can be of great help in reducing the queues, improve scalability, and the time required to find an empty space in a parking lot.

In many parking lots, ground sensors are used to determine the status of the various spaces. This requires installation and maintenance of sensors in every parking space, which might be expensive, especially in parking lots with high number of spaces available.

Recently, various techniques relying on the use of video cameras have been proposed to monitor the occupancy of parking lots [1], [2], [3], [4]. However, despite these fine efforts, vacant parking space detection using only visual information is still an open problem. Most of these approaches rely on specialized visual techniques tailored to the specific scenario, and lack of generalization when applied to different parking lots. In this paper, we provide a distributed, effective, efficient and scalable solution for real-time parking occupancy detection, based on deep Convolutional Neural Networks (CNN).

The proposed solution for parking detection follows the trend of applying Deep Learning techniques [5], specifically CNNs, to problems that require a high-level of abstraction to be solved, such as vision.

Thanks to deep CNNs, the proposed solution is robust to disturbances due to partial occlusions, presence of shadows, variation of light conditions, and exhibits a good generalization property. In fact, the quality of the results are maintained when we considered parking lots and scenarios significantly different from the ones used during the training phase. Moreover, the classification phase needs low computational resources, making it suitable for embedded environments such as Raspberry Pi. In the context of vehicle detection, the only work of which we are aware of using CNN is the one presented in [6], which uses a multi-scale CNN to detect vehicles in high-resolution satellite images.

To validate our approach we performed tests using PKLot [4], a dataset for parking lot occupancy detection. Besides, we built an additional dataset, called CNRPark, using images coming from smart cameras placed in two different places, with different point of views and different perspectives of the parking lot of the research area of the National Research Council (CNR) in Pisa.

The CNRPark dataset contains images taken in different days, with different light conditions, and includes occlusion and shadow situations that make the occupancy detection task more difficult. The proposed dataset has been manually and exhaustively annotated, and made available to scientific community for defining new algorithms for car park occupancy detection. More details about the CNRPark dataset will be given in Section III-A.

The usage of these two datasets, coming from two different parking lots and scenarios, allowed us to test the generalization property of our approach, by training on one scenario and testing in a completely different one. To the best of our knowledge, there are no other experiments where this type of generalization property has been tested. We compared our approach against the state of the art methods discussed in [4].

The paper is organized as follows. Section II discusses the proposed approach and gives and overview of the overall system. Section III discusses the experiments and the obtained results. Finally Section IV concludes the paper.

II. DEEP LEARNING FOR OCCUPANCY DETECTION

In this paper, we propose an approach for the detection of car parking occupancy based on Deep Learning. Deep Learning (DL) [5] is a branch of Artificial Intelligence that aims at developing techniques that allow computers to learn complex perception tasks, such as seeing and hearing, at human level of accuracy. It provides near-human level accuracy in image classification, object detection, speech recognition, natural
A Deep Learning approach particularly effective for vision tasks exploits Convolutional Neural Networks (CNN) [7], [8], [9]. A CNN is composed of a possibly large number of hidden layers, each of which performs mathematical computations on the input and produces an output that is given in input to the following layer. A CNN differs from classical neural networks for the presence of convolutional layers, that are able to model and discern the spatial correlation of neighboring pixels better than normal fully connected layers. For a classification problem, the final outputs of the CNN are the classes for which the network has been trained on. On one hand, the training phase is usually computationally expensive and it may take a long time. On the other hand, once the network has been trained and the classifier has been initialized accordingly, the run time phase of prediction is quite fast and efficient.

We trained two different CNNs and we used the trained neural networks to decide about the occupancy status of the individual parking spaces seen by the video cameras.

In order to validate our approach, we performed experiments on both CNRPark and the PKLot datasets, which are discussed in more details in Section III-A.

Our solution is intended to run directly on smart cameras, i.e. cameras provided with computational capabilities. In our experiments we used Raspberry Pi 2 model B\(^1\), equipped with the standard Raspberry Pi camera module\(^2\) and mounted in an outdoor camera box installed on the roof of the building in front of the parking lot. We call these devices Raspberry smart cameras.

Due to the angle of view and the perspective of the camera module used, most of the parking spaces closest to the building are monitored by just one camera, while the parking spaces farthest from the building are monitored by more cameras. We use this redundancy to solve some obstacle problems (for example trees) by selecting the confidence value of the camera that has the clearest view of that parking space.

Using smart cameras, rather than ground sensors, has two relevant advantages: lower cost and versatility. The cost of a Raspberry Pi equipped with a camera module is about 80€, and the outdoor camera box with pole support has about the same price. One single camera placed on the roof of a 3-floors building, as in our case, can monitor, on average, about 50 parking spaces located in front of the building, thus reducing the cost per single space to a few Euros. The cost of using one ground sensor, per parking space, is one order of magnitude higher. As will be shown in Section III, the accuracy of the proposed approach is high, and it is comparable to the accuracy of the ground sensors. Therefore with a limited expense, compared to installing a single ground sensor for each parking space, it is possible to monitor a large parking lot with comparable accuracy results.

\(^1\)https://www.raspberrypi.org/products/raspberry-pi-2-model-b  
\(^2\)https://www.raspberrypi.org/documentation/hardware/camera.md

In addition, by using cameras, we are not limited to parking monitoring applications. We could also exploit the cameras to perform video surveillance activities, like face/people recognition or video tracking of people and moving vehicles. Moreover, if a large database to store all the processed images is available, it is possible to reconstruct past events at a given time and in a given area of the parking lot, by submitting a query to the database. A key aspect of the proposed solution is its decentralized strategy and the delegation of the parking decision to the smart cameras themselves. This solution has the clear advantage of being scalable, as it requires no additional elaboration on the server side. In a centralized solution, images of the parking lot acquired at high resolution (of about 3MB each) should be sent to the server which would thus become a bottleneck and a single point of failure.

The size of our software is 3.1MB. On the Raspberry Pi 2, the load is around 0.25, using one of the four cores of the CPU, and about 22% of the RAM memory. It takes about 15 seconds to execute an iteration of classification of 50 parking spaces, and to send the classification result to the web server for visualization. We prepared a website\(^3\) to access the live view of all the cameras. By clicking on each image thumbnail, a larger view of that camera is shown with the real time parking spaces occupancy status highlighted. We also prepared a time-lapse of the previous day for each camera, to provide a quick overview of how our approach works.

In the following, we describe the algorithm for determining the parking space status, which rely on the use of CNN and we give a brief description of the CNNs that we used in our solution.

### A. Parking Space Status Classification

The system that we built periodically captures the image of a portion of the parking lot and, for each parking space, determines the occupancy status by using the trained CNN. Pictures captured by cameras are filtered by a mask that identifies the various parking spaces. The mask was built once for all manually. Examples of masks built for two different cameras are shown in Figure 1. At run time, each frame is automatically segmented in the patches (we call patch the portion of the original image containing a single parking space) corresponding to the parking spaces monitored.

\(^3\)http://claudiotest.isti.cnr.it/telecamere.html
CNN Architectures: for conv1-3 layers, each cell specifies: the number and the size of filters as "num×width×height×stride", the max-pooling operation applied as "width×height+stride", and whether Local Response Normalization (LNR) and/or Rectified Linear Unit (ReLU) activation are applied. For fully connected layers, we report their dimensionality. A 2-way softmax follows the last fully connected layer.

<table>
<thead>
<tr>
<th></th>
<th>conv1</th>
<th>conv2</th>
<th>conv3</th>
<th>fc4</th>
<th>fc5</th>
</tr>
</thead>
<tbody>
<tr>
<td>mLNet</td>
<td>30x11x11+4</td>
<td>pool 5x5+5</td>
<td>-</td>
<td>100 ReLU</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>pool 2x2+2</td>
<td>-</td>
<td>-</td>
<td>ReLU</td>
<td>soft-max</td>
</tr>
<tr>
<td>mAlexNet</td>
<td>16x11x11+4</td>
<td>pool 3x3+2</td>
<td>LRN, ReLU</td>
<td>30x3x3+1</td>
<td>48 ReLU</td>
</tr>
<tr>
<td></td>
<td>pool 3x3+2</td>
<td>LRN, ReLU</td>
<td>ReLU</td>
<td>2</td>
<td>soft-max</td>
</tr>
</tbody>
</table>

TABLE I

We tested two CNN architectures, named mAlexNet and mLNet (‘m’ stands for ‘mini’), respectively based on [7] and [10], which are known to be successful in visual recognition tasks. These networks have less than five trainable layers in order to make the computations feasible in real-time on the embedded device. This limitation is reasonable since the original architectures are designed for large scale visual recognition tasks, which are way more complex than our binary classification problem. In fact, we observed through experiments that the reduced architectures can cope easily with the car parking occupancy detection problem.

Both architectures take a 224x224 RGB image as input, therefore each patch is normalized accordingly before the training.

mLeNet is based on LeNet-5, proposed by [10], having two convolutional layers followed by max pooling and two fully connected layers. The first layer (conv1) is similar to the one proposed by [7] to be more suitable for a 224x224x3 input image. Layers conv2 and fc4 have a reduced number of filters and neurons with respect to [10] to better suit a binary classification task without overfitting. For fc5, the last Gaussian RBF (radial basis function) layer is replaced with a classical inner product layer acting like a 2-way soft max classifier.

mAlexNet is based on AlexNet, proposed in [7], where we dropped the third and fourth convolutional layers and a fully connected layer. All convolutional layers conv1-3 are followed by max pooling, local response normalization (LRN), and linear rectification (ReLU), except for conv3 where no LRN takes place. The number of filters of conv1-3 and the number of neurons in fc4 are drastically reduced to fit the problem dimension. For fc4-5, no dropout regulation is adopted.

Unlike [7] and [10], both architectures have a dense connection between convolutional layers. The details of both architectures are reported in Table I.

III. EVALUATION

In this section, we present the methodology and the results of the experimental evaluation. We first assessed the two proposed CNN architectures to select the one that offers the best performance. Afterwards, we compared our approach against other state-of-the-art methods.

A. Datasets used for validation

We used the PKLot and CNRPark datasets for validation.

PKLot [4], consists of ~ 700,000 images of parking spaces coming from multiple parking lots organized by weather condition (Sunny, Cloudy, Rainy) and by day of capture.

CNRPark is a benchmark we built to test our approach. It was obtained by about 250 images of the parking lot collected in different days, from 2 distinct cameras, which were placed to have different perspectives and angles of view, various light conditions and several occlusion patterns. We built a mask for each parking space in order to segment the original screenshots in several patches, one for each parking space (see Figure 2 for some examples). Each of these patches is a square of size proportional to the distance from the camera, the nearest are bigger then the farthest. We then labelled all the patches according to the occupancy status of the corresponding parking space.

CNRPark is composed of 12,584 labelled patches and it is available for download\(^4\). It captures different situations of light conditions and it includes partial occlusions due to obstacles (lampposts, trees or other cars) and partial or global shadowed cars (see again Figure 2). This allows to train a classifier that is able to distinguish most of the situations that can be found in a real scenario.

The main differences between CNRPark and PKLot are the following:

a) PKLot is larger than CNRPark (695,899 vs 12,584 total images) and contains images spanning across months with different weather conditions;

b) in CNRPark parking spaces masks are non-rotated squares and often images do not cover precisely or entirely the parking space volume, whereas in PKLot images are extracted

\(^4\)http://claudiotest.isti.cnr.it/park-datasets/CNRPark/
using rotated rectangular masks and subsequently straighten, resulting in a more precise coverage of the parking space;

c) CNRPark is composed also by heavily occluded spaces (almost entirely covered by trees and lampposts) which are not included in the set of segmented spaces of PKLot; moreover images are taken from lower point of views with respect to PKLot, resulting in more occlusions due to adjacent vehicles.

These aspects makes the classification of PKLot an easier challenge with respect to CNRPark, which shows higher variability between images.

The usage of two completely different datasets allowed us to validate and compare the proposed approach both performing training and test on the same dataset, and training on one dataset while testing on the other one.

B. Assessment of the Proposed CNNs

In order to assess the performance of the two CNN architectures mAlexNet and mLeNet, presented in Section II-B, we performed experiments using the CNRPark dataset, considering two possible application scenarios: a single camera scenario, in which train and test data come from the same viewpoint, and a multiple camera scenario, in which training data and test data come from different viewpoints.

Experiments are performed offline using the manually labelled data generated as described in Subsection III-A. Images are divided in two subsets, CNRPark A and CNRPark B, containing images respectively taken from a camera with central view and a camera with a side view of the parking lots (Figure 1). This produces roughly a 50%-50% split. Details are reported in Table II. All patches are shuffled and resized to a fixed size of 256x256 pixels. No information about the previous classification of a space is used to classify the same or other spaces, hence each image is classified independently from each other. For both the CNNs (mLeNet and mAlexNet), we perform a learning phase and a classification phase.

For the single camera scenario, in order to limit problems of overfitting, we further divided the two subsets (CNRPark A and CNRPark B) considering independently odd numbered and even numbered spaces, which maintains a 50%-50% split proportion. Specifically, when we train on odd numbered we test on even numbered, and vice versa, for a total of eight experiments. This scenario allowed us to test the robustness of the proposed solution to possible changes that may occur during outdoor monitoring with fixed cameras, such as illumination changes, shadows and partial occlusions.

For the multi camera scenario, we train both networks on an entire subset and then we test them on the other subset, for a total of four experiments. We tested the robustness of the proposed solution to viewpoint variations, allowing us to measure the ability of the solution to transfer the learned knowledge to a new unseen scenario.

Training images are randomly cropped to 224x224 and randomly flipped horizontally, while for test images the central 224x224 crop is taken. We train our CNN models using the Caffe framework [11] with gradient descend with momentum. The following hyper-parameters are used: momentum 0.9; weight decay $5 \times 10^{-4}$. The initial learning rates are chosen independently for each experiment and they are reported in Table III (base lr column). The learning rate is decreased two times by a factor 10 when the loss stabilizes, or after at most 10 epochs, resulting in at most 30 epochs of training. The training phase took at most 15 minutes on a NVIDIA GTX 980 for each single experiment. Pretrained models are available for download.5

Table III reports the accuracy on the test sets for each configuration obtained by the models at the end of the learning phase.

Both CNNs, when tested in the single camera scenario, perform better on the subset CNRPark A, which contains less occlusions and in which there are less variations between parking spaces. In fact, mAlexNet reaches an accuracy of 0.996 in CNRPark A. However, very good results are also obtained on subset CNRPark B, which poses additional challenges due

5http://claudiotest.isti.cnr.it/park-datasets/CNRPark/models/
to the very skewed viewpoint, the higher number of obstacles in the field of view, and the imbalance of the set. mAlexNet reaches an accuracy of 0.911. This shows that, even if the heigh and the angle of view of the camera and the distance from the cars, may affect a little bit the accuracy, our approach maintains good results also in these conditions.

For the multi camera scenario, higher values of accuracy are obtained when training on the more complex subset CNRPark B, from which the model can extract richer information and better generalize. In this case, mAlexNet reaches an accuracy of 0.907.

In all configurations mAlexNet offers the best performance, thanks to the use of a larger model that always boosts accuracy, although more effort is required to train it.

C. Comparisons with State of the Art

We have compared our most promising CNN architecture, which is mAlexNet, against the method proposed in [4]. The classification techniques proposed in [4] rely on RBF kernel SVMs trained on histograms of textural features. The authors specifically use LBP, LPQ and their variations ([12], [13], [14]). We performed two types of comparative experiments using both CNRPark and PKLot datasets: intra-dataset experiments and inter-dataset experiments.

With intra-dataset experiments, we evaluated both techniques using, individually, one of the two dataset for both training and testing purposes. In this way, we estimated the performance of both techniques when the statistics of both train and test sets are similar.

With inter-dataset experiments, we used one of the two datasets to train and fine-tune each method, and we used the other dataset to test them. Hence, we estimated the ability of both techniques to generalize from the particular statistics of the training dataset.

A summary of the compared methods is reported in Table IV. Details of the parameter settings for the methods in [4] are as follows. All LBP-type features are extracted with radius 1 and 8 neighbors. LPQ features are extracted using window size of 3x3. The SVMs are trained following the methodology reported in [4]. In details, the C and γ parameters of the SVM are chosen using a grid search and a 5-fold cross-validation on the training set. We choose the parameters setting (C, γ) that gives the best 5-fold accuracy, that is the best accuracy obtained classifying each fold of the dataset with the model trained on the other folds. The final SVM is then trained on the entire training set using the chosen parameters, and tested on the testing set. To obtain a probabilistic score from the output of the SVM, we used the same strategy used in [4], which evaluates the posterior probability using a sigmoid function with two parameters [15].

For intra-dataset experiments, both datasets have been divided in two partitions. CNRPark has been divided in CNRParkEven, containing images of even-numbered spaces, and CNRParkOdd, containing images of odd-numbered spaces. Both partitions have been used as train set and test set. PKLot dataset has been divided in PKLot2Days and PKLotNot2Days. The former is formed choosing for each parking lot and for each weather condition the images of the first two days in chronological order, and the latter contains the remaining images. This partition strategy has been adopted to reduce training time, since only the smaller partition (PKLot2Days) is used as train set.

For inter-dataset experiments, we trained on PKLot2Days instead of using the whole PKLot to reduce training times. Tests are however performed on the whole dataset.

All the details of the datasets are reported in Table II, and results of performed experiments are summarized in Table V. For the comparisons, we evaluated the performance of the trained classifiers on the test sets measuring the accuracy and the Area Under the Curve (AUC) of Receiver Operating Characteristic (ROC) curves. ROC curves show how True Positive Rate (TPR), on y-axis, and False Positive Rate (FPR), on x-axis, vary as its score threshold is varied. AUC measures how much a curve leans near the perfect classification point, that is the point (0,1) on the ROC plot. AUC values range from 0 (perfect misclassification) to 1 (perfect classification), where 0.5 indicates a classifier that performs like the random guessing classifier. In Table V we report the achieved accuracies, and in Figure ?? the ROC curves are show together with the achieved AUC values for each single experiment.

In the intra-dataset experiments, our method is comparable with the ones proposed in [4] in terms of AUC. In fact, our mAlexNet method reaches AUCs of 0.943 on CNRParkEven, 0.920 on CNRParkOdd, and 0.996 on PKLotNot2Days, which are very close to respectively 0.957, 0.923, and 0.997 of the best performing compared methods, as can be seen in Figure 3.

In terms of accuracy measured when using a threshold of

<table>
<thead>
<tr>
<th>method</th>
<th>input dim</th>
<th>input description</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAlexNet</td>
<td>224x224x3</td>
<td>a 224x224 crop of the original image</td>
</tr>
<tr>
<td>LBP</td>
<td>256</td>
<td>classical LBP [12]</td>
</tr>
<tr>
<td>LPQ</td>
<td>59</td>
<td>uniform LBP [12]</td>
</tr>
<tr>
<td>LBPri</td>
<td>36</td>
<td>rotational invariant LBP [12]</td>
</tr>
<tr>
<td>LPQ</td>
<td>10</td>
<td>uniform and rotational invariant LBP [12]</td>
</tr>
<tr>
<td>LPQI</td>
<td>256</td>
<td>LPQ (uniform init.) [13]</td>
</tr>
<tr>
<td>LPQg</td>
<td>256</td>
<td>LPQ (gaussian init.) [14]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>method</th>
<th>train</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAlex</td>
<td>PKLot-2D</td>
<td>CNRPark-Even</td>
</tr>
<tr>
<td>LPQ</td>
<td>PKLot-2D</td>
<td>CNRPark-Even</td>
</tr>
<tr>
<td>LPQg</td>
<td>PKLot-2D</td>
<td>CNRPark-Even</td>
</tr>
<tr>
<td>LPQI</td>
<td>PKLot-2D</td>
<td>CNRPark-Even</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>method</th>
<th>train</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAlex</td>
<td>0.981</td>
<td>0.901</td>
</tr>
<tr>
<td>LPQ</td>
<td>0.966</td>
<td>0.869</td>
</tr>
<tr>
<td>LPQg</td>
<td>0.970</td>
<td>0.877</td>
</tr>
<tr>
<td>LPQI</td>
<td>0.957</td>
<td>0.869</td>
</tr>
<tr>
<td>LPQ</td>
<td>0.951</td>
<td>0.868</td>
</tr>
<tr>
<td>LPQg</td>
<td>0.879</td>
<td>0.865</td>
</tr>
<tr>
<td>LPQ</td>
<td>0.945</td>
<td>0.874</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>method</th>
<th>train</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAlex</td>
<td>PKLot-2D</td>
<td>CNRPark-Even</td>
</tr>
<tr>
<td>LPQ</td>
<td>PKLot-2D</td>
<td>CNRPark-Even</td>
</tr>
<tr>
<td>LPQg</td>
<td>PKLot-2D</td>
<td>CNRPark-Even</td>
</tr>
<tr>
<td>LPQI</td>
<td>PKLot-2D</td>
<td>CNRPark-Even</td>
</tr>
</tbody>
</table>

TABLE IV
Summary of the compared methods.

TABLE V
Settings and results (accuracy) of intra- and inter-dataset experiments.
In this paper, we proposed and evaluated an approach for parking status detection, which uses Convolutional Neural Networks to classify the parking space occupancy directly on board of a Raspberry Pi camera. Each camera is able to cover a large portion of a parking lot by monitoring simultaneously about 50 parking spaces.

In order to validate our approach, we have created a dataset, CNRPark, containing images of a real parking lot taken by smart cameras. The dataset, consisting of a training set and a test set, has been made available to the scientific community to develop and compare new techniques of car parking occupancy detection. Moreover, we compared the presented approach with other state-of-the-art approaches based on non-deep (shallow) machine learning, and tested on the PKLot dataset, a very large publicly available dataset of parking lot images.

Our experiments show that convolutional neural networks are effective to be applied to the addressed problem. Specifically, they exhibit very high accuracy, even in presence of noise due to light conditions variation, shadows, and partial occlusions. We have also tested our approach using a test set produced with a camera placed in a different place (viewpoint and perspective), with respect to the training set. Results also show that CNNs have good generalization capabilities in predicting parking status when tested on a dataset completely different from the training dataset. The proposed method is also robust to non-standard parking behaviours, such as cars occupying multiple parking lots. In that case, our solution tends to classify both slots as busy. However, an in-depth analysis of the performance in non-ideal situations, such as night, foggy, or snowy conditions, is left to future work.

IV. CONCLUSIONS

In this paper, we proposed and evaluated an approach for parking status detection, which uses Convolutional Neural Networks to classify the parking space occupancy directly on board of a Raspberry Pi camera. Each camera is able to cover a large portion of a parking lot by monitoring simultaneously about 50 parking spaces.

In order to validate our approach, we have created a dataset, CNRPark, containing images of a real parking lot taken by smart cameras. The dataset, consisting of a training set and a test set, has been made available to the scientific community to develop and compare new techniques of car parking occupancy detection. Moreover, we compared the presented approach with other state-of-the-art approaches based on non-deep (shallow) machine learning, and tested on the PKLot dataset, a very large publicly available dataset of parking lot images.

Our experiments show that convolutional neural networks are effective to be applied to the addressed problem. Specifically, they exhibit very high accuracy, even in presence of noise due to light conditions variation, shadows, and partial occlusions. We have also tested our approach using a test set produced with a camera placed in a different place (viewpoint and perspective), with respect to the training set. Results also show that CNNs have good generalization capabilities in predicting parking status when tested on a dataset completely different from the training dataset. The proposed method is also robust to non-standard parking behaviours, such as cars occupying multiple parking lots. In that case, our solution tends to classify both slots as busy. However, an in-depth analysis of the performance in non-ideal situations, such as night, foggy, or snowy conditions, is left to future work.
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