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Abstract. Viruses, opinions, ideas are different contents sharing a com-
mon trait: they need carriers embedded into a social context to spread.
Modeling and approximating diffusive phenomena have always played an
essential role in a varied range of applications from outbreak prevention
to the analysis of meme and fake news. Classical approaches to such a
task assume diffusion processes unfolding in a mean-field context, every
actor being able to interact with all its peers. However, during the last
decade, such an assumption has been progressively superseded by the
availability of data modeling the real social network of individuals, thus
producing a more reliable proxy for social interactions as spreading ve-
hicles. In this work, following such a trend, we propose alternative ways
of leveraging apriori knowledge on mesoscale network topology to design
community-aware diffusion models with the aim of better approximate
the spreading of content over complex and clustered social tissues.
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1 Introduction

During the last decades, two topics above the others have been able to attract the
interests of complex network analysis researchers continuously: community dis-
covery [1] and epidemic/information spreading [2]. The former can be allegedly
considered one of the hottest research tasks of this interdisciplinary playground.
Every year, countless approaches are proposed to address such ill-posed problem,
several papers that focus on the exploitation of network partitions for analytical
purposes are published and, a few meta-studies underlying the limits of existing
strategies for evaluating communities emerge. On the other side, epidemics, dif-
fusion of information, gossip, and word of mouth phenomena represent central
themes for a broad and heterogeneous research community. Computer scien-
tists, as well as epidemiologists and physicists, have designed models to simulate
content spreading on top of networked structures, often aiming at particular
real-world scenarios (flu spreading, fake news, opinion dynamics to name a few).

When mixing the community discovery and the epidemics worlds a simple
assumption is made, often by taking it as granted: the presence of a well-defined
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community structure accelerates the diffusive processes occurring among the
nodes of the same group while, at the same time, acting as a “barrier” that
delays such phenomena at the inter-community level.

Indeed, conceptually, both sides of such assumptions hold: the presence of
a higher internal edge density of communities w.r.t. the number of edges that
connect their nodes to the outside is a reason that, by itself, such behaviors
are expected to appear. However, as already pointed out, there exist several
community definitions as well as diffusion models with the latter rarely taking
into account the former. Such a model rich playground naturally fosters an open
question: is it possible to define a more realistic family of diffusion models by
explicitly leveraging the knowledge of node clusters presence?

Indeed, in real-world scenarios, the diffusion of content might be affected by
the polarization of the agents that spread it. An example is of such an effect
is the diffusion of fake news in an online social network. Individuals in a social
context tend to connect with like-minded peers, constructing cognitive filter
bubbles (often enforced by the service as well) that act as a fertile ground for the
diffusion of news (either fake or not) having a group-coherent content. Crossing
the barriers of homogeneous node clusters such kind content might experience
different degrees of spreading rate with respect to what they have within them.
Taking into account such peculiarity is indeed a strategy worth considering while
aiming at building a reliable proxy for content diffusion.

Starting from such an observation, in this paper, we introduce two community-
aware diffusion models. The former model relates the node embeddedness within
a community to its probability to foster a content to its neighbors; the latter,
conversely, estimates such likelihood by assuming a user-defined degree of perme-
ability of communities to contents coming from the outside. Both models move
from the assumption above, implementing it with a different rationale. To un-
derstand the effects, such choices have on the diffusion speed and coverage, we
then compare their simulations on a synthetic network scenario.

The paper is organized as follows. In Section 2, we introduce the two community-
aware diffusion models, discuss their peculiarity and rationale. In Section 3, we
compare the proposed models on synthetic networks with planted community
structure. Finally, in Section 4 the literature relevant to our work is discussed
and, Section 5 concludes the paper.

2 Community-Aware Diffusive Modeling

Diffusion processes are often modeled as context dependent phenomena. Differ-
ent approaches have been proposed to simulate epidemics as well as opinion and
content spreading, each one of them modeling specific peculiarities of the con-
text they were designed to approximate. In our analysis we will focus on diffusive
processes happening in social scenarios: for such a reason the models we design
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Algorithm 1 ICE

Require: G = (V,E) a social graph; I0 set of initial infected node
1: I ← I0
2: i← 0
3: while |I| ≤ |V | do
4: Ii+1 ← {}
5: for (u, v) ∈ E do
6: if v ∈ Ii ∧ u /∈ I then
7: if φu,v 6= ∅ then
8: th(u, v)← eu,v . Embeddedness
9: else
10: th(u, v)← 1− eu,v

11: p← rand(0, 1) . Random value in [0,1]
12: if th(u, v) ≥ p then
13: Ii+1 ← Ii ∪ u
14: I ← I ∪ Ii
15: yield Ii . Return infected at time i

can be ascribed as variations of the well-known Independent Cascade (IC)[3]
one3.

Independent Cascade Model. The IC model, as most diffusion ones, takes
as input (i) a social graph, (ii) a set of initially infected seed nodes It0 and (iii)
a diffusion probability pu,v – that, in principle, can be fixed independently for
each node pair (u, v). During a generic iteration of the IC simulation, each node
can be either susceptible or infected. The simulation proceeds in discrete steps
according to the following transition rule: during a generic iteration t all nodes
that have been infected at time t− 1 are considered active and had a chance to
infect their susceptible neighborhood, with probability pu,v. Independently from
the success or failure of the infection, the infected nodes at time t will not be
allowed to spread the infection in consecutive rounds. The simulation runs until
status transitions are no longer possible.

The IC model does not take into account the underlying network topology since
it evaluates only local information (e.g., the presence of an edge among a pair
of nodes and its associated activation probability) to implement the transition
rule. To adapt it to our goal, we need to start analyzing the community/diffusion
assumption. Such a postulate can be broken down into two statements: (i) com-
munity structure foster internal diffusion, (ii) community structure slow-down
the diffusion across different communities. Indeed, depending on which of the
two statements we decide to enforce in a community-aware diffusive model, we
might observe different results. For such a reason, we design two alternative vari-
ants of the IC model, namely ICE (IC with Community Embeddedness) and
ICP (IC with Community Permeability).

ICE. As a first way to embed community awareness into the IC model we
designed an approach that ties the probability pu,v to the edge embeddedness
within its community.

3 Implementations of the proposed models are made available through the NDlib
python library [4].
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Algorithm 2 ICP

Require: G = (V,E) a social graph; th: the edge threshold;
1: η: the degree of permeability; I0 set of initial infected node
2: I ← I0
3: i← 0
4: while |I| ≤ |V | do
5: Ii+1 ← {}
6: for (u, v) ∈ E do
7: if v ∈ Ii ∧ u /∈ I then
8: if Γ (v) ∩ Γ (u) 6= ∅ then
9: th(u, v)← th(u, v) ∗ η . Permeability

10: p← rand(0, 1) . Random value in [0,1]
11: if th(u, v) ≥ p then
12: Ii+1 ← Ii ∪ u
13: I ← I ∪ Ii
14: yield Ii . Return snapshot status

Definition 1 (Edge embeddedness). Given an edge (u, v) with u, v ∈ C its
embeddedness is defined as:

eu,v =
φu,v

|Γ (u) ∪ Γ (v)|

where φu,v is the number of common neighbors of u and v within C and Γ
compute the set of neighbors of a node in the analyzed graph.

Algorithm 1 shows the pseudo-code for the ICE model. In this variation of
the IC model, the values of the edge diffusion probability are not selected by the
user but driven by the community partition considered. If (u, v) is well-embedded
within the community C – and the community is adequately defined – the ICE
model will tend to increase the diffusion probability significantly, conversely, if
the edge is not well embedded (e.g., the nodes belongs to different communities,
or at least one of them is peripheral to the community) it will reduce it.

ICP. Since ICE does not take explicitly into account the role of communities as
“barriers” to content diffusion, we designed another ad-hoc model that leverages
the concept of permeability. A community is “permeable” to content if it allows
that content to spread from it quickly (or vice-versa, if it allows the content so
easily be transmitted to the outside). Conversely, a community that dampens
the diffusion probability across its border has a low degree of permeability.

Algorithm 2, shows the pseudo-code for the ICP model. The required param-
eters are the edges’ threshold as well as the degree of community permeability,
η (that ranges in [0, 1]). At each iteration, for each edge (u, v) ∈ E, if v is
an “infected” node and u is a “susceptible” one and they belong to the same
community our method acts as a standard IC; instead, if the nodes belong to
different communities, the probability pu,v is dampened of a factor η.

In the following section, we will test ICE and ICP both on synthetic net-
works having planted community structure to understand which are the effects
of different modeling choices on the diffusion process unfolding in a controlled
environment.
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3 Experimental Analysis

In this section, we describe our experimental analysis, focusing our attention
on three aspects: the network used, the experimental protocol adopted and the
results obtained.

Datasets. One of the main issues related to our analysis lies in the ill-posedness
of the community discovery problem. Our approaches need to know in advance
the network decomposition in communities; however, plenty of community dis-
covery algorithms has been designed so far, each one optimizing a different qual-
ity function and, as a consequence, producing different node partitions. Due to
the absence of a “one fits all” approach, to effectively test our diffusive models
we need to know in advance, for each potential network dataset, which commu-
nity discovery algorithm is able to produce the highest-quality and optimally
separated node clusters. Since it is likely that different datasets would require
different algorithms, to make our analysis more reliable, we will focus only on
synthetic generated networks having planted communities.

Tu such extent, we simulate ICE and ICP on networks generated with
LFR[5], an algorithm that produce synthetic graphs having apriori known com-
munity structure . We generated nine different networks, each composed of 10000
nodes, having an average degree of 10, while varying the mixing parameter µ
from 0.1 to 0.9 with a step of 0.1. Such a parameter allows us to specify how
the nodes that belong to a community are connected to each other. Each node
shares a fraction of 1− µ of its links with the other nodes of its community and
a fraction of µ with the other nodes of the network. Therefore, the threshold
µ = 0.5 marks the border beyond which communities are no longer defined in
the strong sense, i.e., networks generated with µ < 0.5 guarantee that each node
has more neighbors in its community than in the others. In Table 1 are summa-
rized the basic statistics of the generated networks and their communities.

Experimental protocol. Our experimental protocol, given a graph G, con-
sists of the following four steps:

Network # Coms. Avg Com. size Std Com. size
0.1 87 116 58
0.2 73 138 98
0.3 50 201 164
0.4 75 134 87
0.5 83 121 61
0.6 61 164 127
0.7 52 193 167
0.8 31 323 382
0.9 74 136 79

Table 1: LFR datasets statistics.
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i. Community identification. Considering the LFR planted partition – that
guarantee a complete coverage, non-overlapping, node clustering – we iden-
tify as C = {C1, C2, . . . , Ck}, with |C| = k the community set.

ii. Infection seeds identification. Our aim is to start the diffusion process from
each community most central node. To such extent, for each community
Ci ∈ C we identify the node with greater closeness centrality score (e.g., that
node that minimizes the distances to all other nodes in its community).

iii. Diffusion simulation. We simulate three diffusion models, IC, ICE and ICP,
as described in Section 2. Each model is instantiated k times, seeding every
execution from a different “infected” node from the list of nodes extracted
(e.g., imposing each time a different community as the source of infection).

iv. Evaluation. Finally, we compare the obtained results by analyzing the ratio
of communities reached at the end of each simulation and the average time to
complete the execution for all the compared models averaged on the number
of distinct simulations k.

Analytical Results. In this section, we reported the results obtained by the
three methods; first of all we compare IC and ICP to show how the latter is able
to slow-down/reduce the diffusion process across different communities. Then,
we consider the ICE model and we discuss how, due to its definition, it allows
to reach a major number of communities in minor time.

Figure 1(a-b) shows the heatmaps for the results obtained with IC, on the
left, and ICP, on the right, for all the generated graphs. In the first row, every
heatmap cell represents the percentage of the number of communities reached at
the end of the execution for different LFR graphs (for each graph such value is
obtained by averaging the simulations performed starting from different seeds).
On the y-axis, we have the µ values considered, and in the x-axis the thresh-
old (for IC) and the permeability values (for ICP). As we can notice, the ICP
diffusion process infects a minor number of communities w.r.t. IC one. Such a
behaviour is justified by the fact that ICP slows down the diffusion process while
considering edges that crosses community borders.
Considering Figure 1(b) we can see how on the heatmap bottom rows, the per-
centage of infected communities is greater compared to the top, where the value
of µ design communities that are less connected internally than externally. For
small values of µ (µ < 0.5), the communities are well defined; each node has
more neighbors in its community than in the others. So we can see how row-
wise, e.g. fixed a value of µ, a clear trend emerges: the lower the permeability
values the higher the “barrier” action performed by the communities. Moreover,
we can notice that such phenomenon is heavily amplified for higher values of µ,
e.g. while considering poorly defined communities: indeed, in that scenario the
number of “border” edges affected by the dampening is higher since community
nodes experience a lower embeddedness (their community internal degree tends
to be lower than the external one). Figure 1(c-d), shows the average time to
complete the execution for the two models. Indeed, by looking at the heatmap
scale, we can observe that the diffusion process is slower in ICP than in IC. We
can conclude that ICP acts as expected: increasing the permeability parameter
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Fig. 1: Controlled topology scenario. First row: heatmap of the percentage of
communities reached at the end of the execution of the IC (left)and ICP (right).
Second row: heatmap of the average iterations number required to stabilitze the
simulation of the IC (left) and ICP (right). Heatmap rows identify different
values of the LFR mixing coefficient (µ) while columns the threshold values for
IC and the permeability in ICP.

value, the diffusion process reaches a minor number of communities, and it takes
a long time to converge to a stable state.

Figure 2(a-b), shows the results obtained by the ICE model. Being ICE
parameter free – since the threshold value is computed as a function of edge
embeddedness – we summarized the indicators using trend line plots identifying
their point-wise average surrounded by interquartile ranges. In the Figure 2(a),
the y-axis identifies the percentage of communities reached using ICE, the x-axis
the LFR mixing parameter value. We can observe that ICE, that takes into con-
sideration the structure of the communities to favor the diffusion among nodes
belonging to a same cluster, allows reaching a highest percentage of communities
than the other two models considered. In particular, while applying ICE on LFR
graphs generated specifying µ ≥ 0.2 the process always converge to a complete
community coverage. Conversely, in Figure 2(b) the y-axis identifies the number
of iteration needed to reach the simulation stable state while the x-axis the pa-
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Fig. 2: ICE (a) Percentage of infected communities (areas identifies interquartile
ranges) and (b) average number of iterations as function of µ.

rameter µ. From such plot we can notice that, as expected, the diffusion speed
in ICE is inversely proportional to the value of µ: the better defined the LFR
communities are (lower values of µ) the higher the number of iterations needed
to reach convergence.

4 Related Works

To better contextualize our study three different, yet related, topics need to be
reviewed: (i) diffusion process modeling, (ii) community discovery and (iii) the
impact of community structure in diffusion dynamics networks.

Diffusion Process modeling. The notion of spreading or, contagion, under-
pins many widespread phenomena in biological, social, and technological sys-
tems. Since the early 20th century, researches have been trying to characterize
and model diffusion processes systematically [6]. Mathematical models of trans-
mission apply to a broad range of different phenomena; for example, the spread
of information, innovations [7,8], and rumors can be modeled as a contagion pro-
cess. With the increasing use of the online social network (OSN) as well as the
pervasive use of mobile and wifi technologies in our daily life, we have access to a
massive source of information. In recent years, researchers have developed a va-
riety of techniques and models that have gained importance in the public health
domain, especially in infectious disease epidemiology, by providing quantitative
analyses in support of policy-making processes [9,10,11].

Community discovery. Community discovery the task of decomposing a com-
plex network topology into meaningful node clusters is one of the hottest topics
in complex network analysis [1]. Due to the extensive literature available in this
area, over the years, several efforts were made to organize and cluster methods
identifying some common grounds: due to the peculiar problem definition, the-
matic surveys emerged, focusing for instance on overlapping [12] and dynamic
community discovery [13].
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Community structure and diffusion process. Community structure has
been shown to affect information diffusion, including global cascades [14,15], the
speed of propagation [11], and the activity of individuals [16,17]. The presence of
communities hinders epidemic spreading since this helps to confine the epidemics
in the community of origin [11,18,19]. In [20], the authors study the impact of
community feature on epidemic spreading, and the results show that the more
communities a network has, the less the network is infected. In [21], the authors
propose a set of local strategies for social distancing, based on community struc-
ture, that can be employed in the event of an epidemic to reduce the epidemic
size. Recent empirical work suggested that modular structure may, counterintu-
itively, facilitate information diffusion [22]. Moreover, [23] investigates the impact
of community structure on information diffusion with the linear threshold model.
Other studies suggested that network modularity plays a more critical role in
information diffusion than in epidemic spreading [24].

5 Conclusion

In this paper, we described two diffusion models that extend the IC one by
introducing awareness of the network mesoscale community structure in the
spreading process. ICE and ICP highlighted how enforcing different sides of
the community/diffusion assumption led to a different impact on the resulting
content diffusion speed in a controlled environment guaranteed by a pool of
synthetic networks having planted community structure.

As future works, we plan to integrate community embeddedness and perme-
ability in a single model to study the interplay of such characteristics. Moreover,
we plan to apply the proposed models to a fake news real-case study by fitting
their parameters with profiles extracted by users posting behaviors to understand
the effect polarization and echo chambers have on content diffusion.
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