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Abstract: Data scarcity has become one of the main obstacles to developing supervised models based on Artificial
Intelligence in Computer Vision. Indeed, Deep Learning-based models systematically struggle when applied
in new scenarios never seen during training and may not be adequately tested in non-ordinary yet crucial real-
world situations. This paper presents and publicly releases CrowdSim2, a new synthetic collection of images
suitable for people and vehicle detection gathered from a simulator based on the Unity graphical engine. It
consists of thousands of images gathered from various synthetic scenarios resembling the real world, where
we varied some factors of interest, such as the weather conditions and the number of objects in the scenes.
The labels are automatically collected and consist of bounding boxes that precisely localize objects belonging
to the two object classes, leaving out humans from the annotation pipeline. We exploited this new benchmark
as a testing ground for some state-of-the-art detectors, showing that our simulated scenarios can be a valuable
tool for measuring their performances in a controlled environment.

1 INTRODUCTION

In recent years, Computer Vision swerved toward
Deep Learning (DL)-based models that learn from
vast amounts of annotated data during the supervised
learning phase. These models achieved astonishing
results in several tasks that nowadays are considered
basic, such as image classification, causing interest
in addressing more complex domains such as object
detection (Cafarelli et al., 2022), image segmentation
(Bolya et al., 2019), visual object counting (Ciampi
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et al., 2022c) (Avvenuti et al., 2022) (Ciampi et al.,
2022a), people tracking (Staniszewski et al., 2016),
or even facial reconstruction (Pęszor et al., 2016) and
video violence detection (Ciampi et al., 2022b). How-
ever, these more cumbersome tasks often also require
more structured datasets that come with challenges
concerning bias, privacy, and cost in terms of human
effort for the annotation procedure.

Indeed, more complex tasks correspond to more
elaborated labels, and for each data sample, the ef-
fort shifts from annotating an image to annotating the
objects present in it, even at the pixel level. Further-
more, more challenging tasks often go hand in hand
with more complex scenarios that may rarely occur in
the real world, yet correctly handling them can be cru-
cial. Finally, privacy concerns surrounding Artificial
Intelligence-based models have become increasingly
important, further complicating data collection. Con-
sequently, labeled datasets are often limited, and data




